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Abstract

Complex and computationally intensive modeling and sim-
ulation of real-world engineering systems can include a large
number of design variables in the optimization of such systems.
Consequently, it is desirable to conduct variable screening to
identify significant or active variables so that a simpler, more
efficient, and accurate optimization process can be achieved.
Genetic Algorithms (GA), as a popular optimization method,
is an important member of the class of evolutionary algorithms
(EA), which is inspired by the phenomenon of Darwins concept
of survival of the fittest. The algorithm generates solutions to
the optimization problems by using the techniques inspired by
the natural evolution, such as selection, crossover, and mu-
tation. GA has been widely used to solve a variety of non-
linear optimization problems. This paper proposes a variable
screening method based on Kriging modeling with Restricted
Maximum Likelihood criterion to reduce the design space, and
the GA is applied to optimize the re-defined problem with re-
duced order design space afterwards. The Kriging metamodel-
ing method is more reliable for highly nonlinear systems, such
as the complex engineering systems, than the traditional re-
sponse surface method. Meanwhile, the Restricted Maximum
Likelihood (REML) criterion makes the variable screening pro-
cess more efficient. The REML method is not based on a max-
imum likelihood fit of all the information, but instead employs
a likelihood function calculated from transformed data, and



it can produce unbiased estimates of variance and covariance
parameters in contrast to the Maximum Likelihood Estimator
(MLE). In addition, the MLE estimators are not involved in
the optimization problem for the correlation parameter in the
Kriging model, so it is not necessary to calculate these estima-
tors. In this work, the Improved Distributed Hypercube sam-
pling method is applied at the first sampling stage. After the
design space is shrunk to a low dimensional space through the
proposed nonlinear variable selection method, the GA method
is then applied to find the optimal solution of the problem.

This strategy with the combination of variable screening
method based on a Kriging modeling with Restricted Maxi-
mum Likelihood criterion and GA optimization method is eval-
uated using a standard benchmark nonlinear numerical exam-
ple that employs 20 factors. The optimization strategy then is
applied to an occupant restraint system design problem with 15
dimensional design space. After reducing the design space with
the proposed variable screening method, the optimal restraint
configuration is obtained by using GA. These two examples
show that the optimization strategy proposed by this paper
can solve the problem efficiently and effectively.
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