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1. Abstract
The layout design of hybrid electric vehicles (HEVs) is addressed considering that the layout depends on the shape of the components to be placed and that the component shape depends on its functionality. In this paper, the focus is on the battery, which is a critical component in HEVs. Since the vehicle layout and the battery designs require different theoretical backgrounds and their design is assigned to different collaborating teams, the problem is modeled through a bilevel decomposition. The various disciplines present at the vehicle and battery levels generate multiple criteria. A MultiObjective Decomposition Algorithm (MODA) is proposed to account for the conflicting multiple criteria and the related tradeoffs. Based on the block coordinate descent method, the method of multipliers, and a scalarization scheme, MODA computes Pareto solutions in a distributed fashion in concert with the features of multidisciplinary and multiobjective design problems. The numerical results show that MODA captures the teams' negotiation and the design tradeoffs occurring within and between the levels.
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3. Introduction
Multiobjective optimization mathematically describes design problems in which multiple conflicting criteria are considered. The solution of this type of problem is not unique but there exists a set of optimal solutions representing the optimal compromise, the so called optimal Pareto set. Many methods that have been proposed in the literature to compute Pareto solutions can be divided in two categories, the scalarizations and the set oriented methods. In the former, methods such as weighted-sum, ε-constraint, Chebyshev method, and normal boundary intersection method convert the multiobjective problem into single-objective problems whose optimal solutions are Pareto for the original multiobjective problem [1]. The latter includes methods such as genetic algorithms [2], which work on a population of individual solutions migrating towards the Pareto front, or (Quasi) Monte Carlo methods [3], which are based on the exploration of the design space through a sampling sequence of solutions that are then sorted according to the Pareto optimality criterion.

All of these methods have been developed without considering that the objectives, as well as the constraints, come from different disciplines or refer to different components in the system requiring the collaboration of design teams. This peculiarity was recognized by the researchers that have developed methods based on the decomposition of the problem into interconnected optimization subproblems. Methods based on hierarchical decomposition such as Analytical Target Cascading (ATC) [4] or Collaborative Optimization (CO) [5] and their nonhierarchical counterparts were developed to model the relationships among the design groups participating in the design process. Decomposition schemes such as Optimization by Linear Decomposition (OLD) [6], Concurrent SubSpace Optimization (CSSO) [7], Bi-Level Integrated System Synthesis (BLISS) [8], Quasi-separable Subsystem Decomposition (QSD) [9] have been developed to exploit parallel computation and differ in the way of maintaining subsystem consistency for coordination. These methods allow the presence of local objectives at each subproblem, suggesting that the computed solutions should represent a tradeoff of the different objectives and should therefore be related to the Pareto optimality. The need of extending Pareto optimality to MDO is reflected in the literature [10, 11, 12], however more theoretical foundations are required. The application of MDO to multiobjective problems can be found in [13, 14, 15, 16]. Multiobjective Collaborative Optimization [17] and Multiobjective Concurrent SubSpace Optimization [18] have been developed and presented. In [19], a strategy of sharing the information among the subproblems of a decomposed formulation is proposed for computing Pareto solutions. However, the subproblems share approximations of the objective functions in contrast with the fact that in MDO models should remain within each discipline.

In this paper a MultiObjective Decomposition Algorithm (MODA) is proposed for modeling the tradeoffs
in a bilevel problem and computing efficient solutions. The approach is based on the block coordinate descent method [20, 21] and the method of multipliers [20], and its convergence to Pareto solutions is claimed based on preexisting theoretical results. MODA is applied to the design of a hybrid electric vehicle layout and the results are discussed. Conclusions summarize the contributions of the paper.

4. Formulation of the Vehicle Layout Design Problem

The vehicle design problem motivating the application of MODA requires the optimal underhood placement of components whose shape and size vary in order to optimize component functionality. The engine, battery, radiator, coolant reservoir, air filter and brake booster are the components considered in this paper. The vehicle layout is designed with respect to its compactness, accessibility and survivability that are functions of the component locations and shapes. The locations are collected in vector $x_l$ and the shapes are described by geometric parameters identified by vector $s$. During the vehicle design process, the component shapes vary and depend on component design variable vector $x_c$, i.e., $s = s(x_c)$. In turn, the shapes are affected by the available space in the vehicle and could be potentially optimized to improve the quality of the vehicle layout. In this case, the vehicle designer might control the component shape operating on the parameter vector $s$ that would become a vector of design variables, denoted by $x_s$. This type of interaction between the vehicle and component levels is captured in a layout design problem with components that morph according to their design criteria. At the vehicle level the design variables can be collected in the vector $x_v := [x_l, x_c]$. The determination of component shapes at both vehicle and component level requires consistency between both levels enforced by the constraint $h(x_v, x_c) = 0$, where

$$h(x_v, x_c) := x_s - s(x_c).$$

The layout of electric or hybrid electric vehicles (EV or HEV) is heavily influenced by the battery pack arrangement. In this paper, given its predominant importance in EV or HEV, only the battery is considered as a morphing component. The battery pack design and its shape are determined in terms of cell spacing and battery aspect ratio, that is the number of cells in each row and column. The cell layout plays a key role for the battery heat rejection and thermal operating conditions that affect the chemical and electric behavior and, consequently, the battery performance and durability, and has direct impact on the battery geometry and therefore also on the vehicle layout.

At the vehicle level, the compactness is measured by the moment of inertia of the components with respect to the enclosure geometric center with coordinates $x_G$ and $y_G$ (to be minimized)

$$J_G(x_v) := \sum_{i=1}^{6} \left( J_i + (x_i - x_G)^2 + (y_i - y_G)^2 \right) m_i,$$

where index $i$ identifies all of the six components under the hood and $m_i$’s and $J_i$’s are their masses and moments of inertia, respectively. The accessibility of a component in a given layout is proportional to the number of components that have to be removed before accessing it from one direction (to be minimized). The layout accessibility is the sum of all the component accessibilities. For the layout in Fig. 1 (left), the component accessibilities are reported in Table 1. A weight is associated with each component to determine its importance. The components that require frequent access for maintenance are associated with larger weights. For a given layout solution $x_v$, the accessibility is

$$A(x_v) := \sum_{i=1}^{6} A_i(x_v).$$

Vehicle survivability is intended here to represent the degree of protection offered to the components by the other components from impact with external bodies (to be maximized). The degree of protection is thus directly related to the overlapping area among components. For the layout in Fig. 1 (right), component 1 is partially protected by components 2 and 3 due to the overlapping areas $O_{12}$ and $O_{13}$, respectively. The overlap area for component 1 is

$$O_1(x_v) := O_{12}(x_v) + O_{13}(x_v),$$

which accounts for additional protection due to the double overlap offered by $O_{123}$. Weights $p_i$ are introduced considering that some components are more crucial than others. The overlap area $O_i$ is then normalized with respect to the area of $i$th component surface $P_i$. The vehicle survivability is given by

$$V(x_v) := \sum_{i=1}^{6} p_i \frac{O_i(x_v)}{P_i}.$$
Figure 1: Computational schemes for accessibility (left) and survivability (right)

\[ U(x_v) := \sum_{i=1}^{6} O_i(x_v) \frac{P_i}{P_i}. \]  

(5)

The design problem reads

\[
\begin{align*}
\min_{x_v} & \quad [J_G(x_v), A(x_v), -U(x_v)] \\
\text{s.t.} & \quad x_v \in X_v,
\end{align*}
\]

(6)

where the feasible set \( X_v \) is defined by the lower and upper boundaries on the component locations \( \ell_{x,i}, \ell_{y,i}, \ell_{z,i} \) and \( u_{x,i}, u_{y,i}, u_{z,i} \), and by the equality constraint \( h_{\text{overlap}} = 0 \) that prevents components overlapping. The battery shape variables coincide with the battery box dimensions, the length \( L_v \) and the width \( W_v \) (its height is fixed).

\[
X_v := \begin{cases} 
 x_v = (x, y, z, L_v, W_v) & \text{s.t.} \\
 \ell_{x,i} < x_i < u_{x,i} \\
 \ell_{y,i} < y_i < u_{y,i} \\
 \ell_{z,i} < z_i < u_{z,i} \\
 h_{\text{overlap}}(x_i, y_i, z_i, L_v, W_v) = 0 \\
 \text{for } i = 1, \ldots, N_{\text{comps}}
\end{cases}
\]

Table 1: Accessibility values for the example in Fig. 1 (left)

<table>
<thead>
<tr>
<th>Component</th>
<th>Weight</th>
<th>To be removed</th>
<th>Accessibility ( A_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

At the battery level, the objective is to achieve a cell temperature distribution as uniform as possible while targeting optimal operating conditions. The design variable vector \( x_c \) includes a spacing parameter \( p \) and the number of cell rows \( N_{\text{rows}} \) and columns \( N_{\text{cols}} \). The spacing parameter determines the distance between the centers of two adjacent cells, \( d_{\text{center}} = pd_{\text{cell}} \), where \( d_{\text{cell}} \) is the cell diameter. Let \( T_o \) be the optimal temperature and \( T_i \) be the temperature of the \( i \)th battery cell. Then the design problem can be formulated as
\[
\begin{align*}
\min_{x_c} \left[ (T_i(x_c) - T_o)^2 \right]_{i=1,...,N} \\
\text{s.t. } x_c \in X_c,
\end{align*}
\]

where \( X_c \) is the component level constraint set defined by

\[
X_c := \begin{cases} 
  x_c = (p, N_{col}, N_{row}, L_c, W_c) & \text{s.t.} \\
  1 < p \leq 2, \\
  N_{col} \cdot N_{row} = N, \\
  N_{col} \in \{9, 12, 18\}, \\
  L_c = \left( p \cdot \cos(\frac{\pi}{6}) \cdot (N_{col} - 1) + 3 \right) \cdot d_{cell}, \\
  W_c = p \cdot d_{cell} \cdot (N_{row} + \frac{1}{2}) \end{cases}
\]

These constraints include the boundaries on the spacing parameter \( p \), the equality constraint on the total number of cells in the battery, the possible integer values for the number of columns, and the equality constraints on the shape variables \( L_c \) and \( W_c \), the length and the width of the battery, respectively. 

As reported in [22], due to the peculiar characteristics of the objectives, three properties apply to problem (7): comparability and anonymity of the objectives, and the Pigou-Dalton principle of transfer. The objectives are comparable because they measure the same physical quantity in the form of temperature deviations from \( T_o \). The objectives are anonymous because the temperature is important but the cell that specifically exhibits this temperature is not. The third property, the Pigou-Dalton principle of transfer, is satisfied because evenly distributed cell temperature deviations are preferred. Due to these properties, the equitability preference [23], a refinement of the Pareto optimality, can be applied to the cell layout optimization problem. It is also shown in [23] that the equitable solutions of MOP (7) may be computed as the Pareto solutions of the following reformulated multiobjective problem

\[
\begin{align*}
\min_{x_c} & \left[ \bar{\theta}_q(x_c) \right]_{q=1,...,N} \\
\text{s.t. } x_c & \in X_c
\end{align*}
\]

where \( \bar{\theta}_q(x_c) \) is the sum of the \( q \) largest deviations evaluated at \( x_c \). The objectives \( \bar{\theta}_q(x_c) \) may be computed as an optimal value of the following linear program (see [22, 23] for details)

\[
\begin{align*}
\bar{\theta}_q(x) := \min_{z_q, t_q, d_{q,i}} & \quad z_q \\
\text{s.t. } z_q & \in \mathbb{R}, \quad t_q \in \mathbb{R}, \quad d_{q,i} \geq 0 \\
& i = 1, \ldots, N \\
& z_q = q \cdot t_q + \sum_{i=1}^{N} d_{q,i} \\
t_q + d_{q,i} & \geq (T_i(x_c) - T_o)^2, \\
& i = 1, \ldots, N,
\end{align*}
\]

where \( t_q \) and \( d_{q,i} \) are auxiliary variables. This means that equitable solutions of (7) can be computed by applying the algorithms traditionally used for computing Pareto solutions to (8).

The integration of the vehicle layout and battery design problems results in the following problem

\[
\begin{align*}
\min_{x_v, x_c} & \quad [f_v(x_v), f_c(x_c)] \\
\text{s.t. } x_v & \in X_v, \quad x_c \in X_c \\
h(x_v, x_c) & = 0
\end{align*}
\]
with \( f_v = [J_G, A, -U] \), \( f_c = \left[ \bar{F}_q \right]_{q=1,...,N} \) and
\[
\begin{bmatrix}
L_c - L_v \\
W_c - W_v
\end{bmatrix}.
\]

The decomposed formulation of problem (10) reads
\[
\min_{\mathbf{x}_v, \mathbf{x}_c} f_v(\mathbf{x}_v)
\quad \text{s.t.} \quad \mathbf{x}_v \in X_v, \; \mathbf{x}_c \in X_c
\]
\[
\mathbf{h}(\mathbf{x}_v, \mathbf{x}_c) = \mathbf{0}
\]
and
\[
\min_{\mathbf{x}_v, \mathbf{x}_c} f_c(\mathbf{x}_c)
\quad \text{s.t.} \quad \mathbf{x}_v \in X_v, \; \mathbf{x}_c \in X_c
\]
\[
\mathbf{h}(\mathbf{x}_v, \mathbf{x}_c) = \mathbf{0}.
\]

This bilevel formulation models the design scenario with two design groups working on their specific problems. The decomposition is also justified by the distinct characteristics of the subproblems: the packaging problem (11) requires heuristic algorithms due to its high multimodality, while (12) is suitable for a gradient-based algorithm such as the sequential quadratic programming since the cell arrangement is forced on a triangular lattice. The optimization models have also been developed in different software environments [22]: the overlapping constraint at the vehicle level has been conveniently implemented in JAVA while the thermal model utilized at the battery level has been developed in Matlab/Simulink.

The equality constraint \( \mathbf{h}(\mathbf{x}_v, \mathbf{x}_c) = \mathbf{0} \) coordinates the two subproblems and models the information flow between the design groups. Due to the high specialization of the groups, the information flow is limited to specific values \( \mathbf{x}_v \) and \( \mathbf{x}_c \) of the design variables that are communicated between them. That is, at the vehicle level there is no control over \( \mathbf{x}_c \) and at the battery level the ability to modify \( \mathbf{x}_v \) is prevented. In this sense, the bilevel formulation is modified as follows
\[
\min_{\mathbf{x}_v} f_v(\mathbf{x}_v)
\quad \text{s.t.} \quad \mathbf{x}_v \in X_v
\]
\[
\mathbf{h}(\mathbf{x}_v, \mathbf{x}_c) = \mathbf{0}
\]
and
\[
\min_{\mathbf{x}_c} f_c(\mathbf{x}_c)
\quad \text{s.t.} \quad \mathbf{x}_c \in X_c
\]
\[
\mathbf{h}(\mathbf{x}_v, \mathbf{x}_c) = \mathbf{0}.
\]

5. MultiObjective Decomposition Algorithm (MODA)

The proposed decomposition algorithm provides the tradeoff modeling required by the multiple conflicting objectives present in (13) and (14) and the coordination between the subproblems for the computation of the efficient solutions of (10). These concepts are discussed separately since the coordination strategy is not restricted by the way the tradeoffs are dealt with.

5.1. Bilevel tradeoff modeling

Pareto solutions of (10) are computed through a weighted-sum scalarization. Nonnegative intra-subproblem weights \( w_v \), with \( \sum_i w_{vi} = 1 \), and \( w_c \), with \( \sum_i w_{ci} = 1 \), are used to represent the tradeoffs within each level and describe the preference of the design groups according to their specialized knowledge of the subproblems. Aggregated objectives \( f_v = w_v^T f_v \) and \( f_c = w_c^T f_c \) result in a biobjective problem
\[
\begin{align*}
\min_{x_v, x_c} & \quad [f_v(x_v), f_c(x_c)] \\
\text{s.t.} & \quad x_v \in X_v, \quad x_c \in X_c \\
& \quad h(x_v, x_c) = 0,
\end{align*}
\] (15)

that can be treated with positive inter-subproblems weights \(\alpha_v\) and \(\alpha_c\), with \(\alpha_v + \alpha_c = 1\), that assign a weighting of importance to the vehicle and the battery levels. The distinction between intra- and inter-subproblem weights finds its natural motivation in the design scenario in which each group is responsible for the respective subproblem tradeoffs while the bilevel tradeoff is handled outside of the groups. Efficient solutions of (10) are then computed solving the following single-objective problem with different combinations of the intra- and inter-subproblem weights

\[
\begin{align*}
\min_{x_v, x_c} & \quad \alpha_v f_v(x_v) + \alpha_c f_c(x_c) \\
\text{s.t.} & \quad x_v \in X_v, \quad x_c \in X_c \\
& \quad h(x_v, x_c) = 0.
\end{align*}
\] (16)

5.2. Solution algorithm

Considering the bilevel formulation given by (13) and (14), Pareto solutions of (10) cannot be computed directly using formulation (16). To exploit the paradigm of decomposition, the equality constraint \(h(x_v, x_c) = 0\) is relaxed by incorporating Lagrangian and penalty terms in the objective function

\[
\begin{align*}
\min_{x_v, x_c} & \quad \alpha_v f_v(x_v) + \alpha_c f_c(x_c) \\
& \quad + u^T \cdot h(x_v, x_c) + \frac{\mu}{2} \|h(x_v, x_c)\|_2^2 \\
\text{s.t.} & \quad x_v \in X_v, \quad x_c \in X_c,
\end{align*}
\] (17)

where \(u\) denotes the Lagrange multipliers associated with the equality constraint and \(\mu > 0\) is a penalty coefficient [20]. The bilevel formulation of (17) induced by the decomposition is

\[
\begin{align*}
\min_{x_v} & \quad \alpha_v f_v(x_v) + u^T \cdot h(x_v, x_c) + \frac{\mu}{2} \|h(x_v, x_c)\|_2^2 \\
\text{s.t.} & \quad x_v \in X_v
\end{align*}
\] (18)

and

\[
\begin{align*}
\min_{x_c} & \quad \alpha_c f_c(x_c) + u^T \cdot h(x_v, x_c) + \frac{\mu}{2} \|h(x_v, x_c)\|_2^2 \\
\text{s.t.} & \quad x_c \in X_c.
\end{align*}
\] (19)

For fixed \(u\) and \(\mu\), the distributed computation of optimal solutions for problem (17) is addressed with the use of the Block Coordinate Descent (BCD) method applied to instances of subproblems (18) and (19). The BCD method is a Gauss-Seidel method based on sequential updates of variable blocks, that in (17) are \(x_v\) and \(x_c\). The objective function is iteratively minimized with respect to one block, i.e., \(x_v\) (or \(x_c\)), while the other is fixed to the most recent update, \(x_v^k\) (or \(x_c^k\)), until no further improvement is possible.

Due to the relaxation of the constraint \(h(x_v, x_c) = 0\), the solutions obtained by the BCD method are not, in general, feasible for (16). In this paper, the method of multipliers [20] is used to update the Lagrange multipliers \(u\) and the penalty parameter \(\mu\) to obtain optimal solutions to (17) that are feasible for (16). The method of multipliers updates have the form

\[
u^{k+1} = u^k + \mu_k (h(x_v^k, x_c^k))
\]

\[
\mu_{k+1} = c \mu_k \quad 2 \leq c \leq 10.
\] (20) (21)
Updates (20) and (21) are performed on the fixed values $u$ and $\mu$ of problem (17) until optimal solutions for the relaxed problem (17) satisfy $h(x_v, x_c) = 0$ within tolerance, thus achieving feasibility for problem (16).

The integration of the BCD method and the method of multipliers as applied to the coordinated and distributed computation of optimal solutions for multiple instances of problem (16) is depicted in Fig. 2. Multiple instances of problem (16) resulting from multiple weight vectors $[w_v, w_c, \alpha_v, \alpha_c]$ are solved using MODA in order to compute multiple Pareto solutions to (10) and explore tradeoff of the bilevel problem.

5.3. Convergence of MODA

Each solution computed with MODA is a limit point $(x_v^*, x_c^*, u^*)$ of a generated sequence $\{(x_v^k, x_c^k, u^k)\}$ obtained through iterative subproblem optimizations on instances of (18) and (19), and through sporadic updates on multiplier $u$. These updates are arranged in such a manner so that a subsequence $\{(x_v^k, x_c^k, u^k)\}_{K}$ may be identified that adequately approximates another sequence $\{(\hat{x}_v^k, \hat{x}_c^k, \hat{u}^k)\}$; this other sequence $\{(\hat{x}_v^k, \hat{x}_c^k, \hat{u}^k)\}$ would have been generated by the method of multipliers applied to the AiO problem (16) if this problem were explicitly available. In this case, an optimal solution-multiplier $(x_v^*, x_c^*, u^*)$ for the AiO problem (16) is computed in a distributed, coordinated manner as a limit point of the MODA-generated sequence $\{(x_v^k, x_c^k, u^k)\}$. Arranging the updates on $x_v$, $x_c$, and $u$ during the generation of the MODA sequence $\{(x_v^k, x_c^k, u^k)\}$ in such a manner is based on the integration of the convergence analyses of the method of multipliers [20] and the BCD method [21], with the assumption that intermediate computations on the former are inexact. Details of the proof of convergence are in [24].

6. Numerical results

Solutions of the vehicle layout design problem have been computed in a distributed fashion with MODA. Three different battery aspect ratios are explored for $N_{cols} \in \{9, 12, 18\}$. The vehicle level weight vector is fixed, $w_v = [0.01, 50, 50]$, with the purpose of scaling the indices measuring the layout compactness, accessibility and survivability. As it is shown, this does not prevent the exploration of the tradeoff at the vehicle level due to the bilevel interaction. Three weight vectors are considered at the battery level for each aspect ratio

$$w_v^1 := [1 \quad 2^{-1} \quad 2^{-2} \quad \ldots \quad 2^{-(N_{cols}-2)} \quad 2^{-(N_{cols}-1)}]$$

$$w_v^2 := [1 \quad 1 \quad \ldots \quad 1 \quad 1]$$

$$w_v^3 := [2^{-(N_{cols}-1)} \quad 2^{-(N_{cols}-2)} \quad \ldots \quad 2^{-2} \quad 2^{-1} \quad 1].$$

The first one, $w_v^1$, emphasizes the first component $\bar{b}_1(x_c)$ in (8) that, due to the definition of $\bar{b}_q(x_c)$, is the maximum deviation from the optimal operating temperature. The third one, $w_v^3$, assigns relevance to $\bar{b}_N(x_c)$ in (8), thus, the preference is towards the minimization of the sum of all the deviations. The second, $w_v^2$, represents an intermediate design preference with respect to the previous ones. The tradeoff between the levels is considered by setting

$$\alpha_v := \frac{1}{1 + \beta} \quad \alpha_c := \frac{\beta}{1 + \beta}$$
with $\beta \in \{1, 10, 100, 1000\}$, giving more importance to the battery level as $\beta$ increases. The 3 aspect ratios and the 12 weight combinations result in 36 optimization problems. In Tabs. 2 and 3 results are reported for $9\times8$ and $18\times4$ aspect ratios, $12\times6$ results are omitted for brevity.

### Table 2: Solutions computed using MODA (9 columns, 8 rows)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>-32.822</td>
<td>-376.019</td>
<td>-207.100</td>
<td>-32.822</td>
</tr>
<tr>
<td>$f_v$</td>
<td>35.906</td>
<td>5.920</td>
<td>0.864</td>
<td>0.059</td>
</tr>
<tr>
<td>$J_G$</td>
<td>92823.050</td>
<td>77430.460</td>
<td>80928.470</td>
<td>89032.060</td>
</tr>
<tr>
<td>$A$</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$U$</td>
<td>19.221</td>
<td>24.006</td>
<td>21.300</td>
<td>22.947</td>
</tr>
<tr>
<td>$p$</td>
<td>1.236</td>
<td>1.057</td>
<td>1.095</td>
<td>1.117</td>
</tr>
</tbody>
</table>

### Table 3: Solutions computed using MODA (18 columns, 4 rows)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>-381.987</td>
<td>-178.959</td>
<td>-198.840</td>
<td>-210.174</td>
</tr>
<tr>
<td>$f_v$</td>
<td>9.443</td>
<td>4.222</td>
<td>6.089</td>
<td>0.217</td>
</tr>
<tr>
<td>$J_G$</td>
<td>82449.230</td>
<td>88616.670</td>
<td>94997.310</td>
<td>90771.990</td>
</tr>
<tr>
<td>$A$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>2.000</td>
</tr>
<tr>
<td>$U$</td>
<td>25.129</td>
<td>22.302</td>
<td>24.974</td>
<td>22.358</td>
</tr>
<tr>
<td>$p$</td>
<td>1.046</td>
<td>1.181</td>
<td>1.060</td>
<td>1.116</td>
</tr>
</tbody>
</table>

The bilevel tradeoff is captured by MODA as demonstrated by the values of $f_c$, $f_v$ decreasing and increasing, respectively, as $\beta$ increases. For $\beta = 1000$, a relatively large importance is assigned to the battery design over the vehicle layout design. In this case, the optimal (equitable) value of $p$ is approximately 1.12, which is the equitable cell spacing reported in [22] when only the battery problem is considered. The bilevel negotiation is made possible by the equality constraint $\mathbf{h}(\mathbf{x}_c, \mathbf{x}_v) = \mathbf{0}$ that is satisfied at optimality within engineering tolerances. As mentioned above, only one weight combination $w^c$ is considered but the effect of the bilevel interaction is evident from Fig. 3 that depicts two different layouts obtained with $9\times8$ batteries in the case of $w^c_1$ with $\beta = 1$ and $\beta = 1000$. The different arrangements of the underhood components are due to the different battery dimensions that are determined by the optimal spacing parameter values ($p = 1.015$ and $p = 1.118$) reported in Table 2. The designer preference at the component level translates into the component morphing with a significant impact on the decisions at the vehicle level: this interaction is fully modeled through MODA.

The numerical results demonstrate the applicability of MODA for tradeoff capturing and bilevel coordination, however, the following issues affecting the convergence of MODA must be considered in the analysis:

- lack of convexity of the feasible set $X_c$.

- multimodality of the problem a the vehicle level, implying that the tradeoffs cannot be properly explored through a weighted-sum scalarization.

- optimality that is not guaranteed when genetic algorithms are utilized to compute optimal solutions.

These issues could prevent the optimizer from converging towards global optimal solutions but did not prevent MODA from obtaining feasible solutions. In fact, the equality constraint $\mathbf{h}(\mathbf{x}_c, \mathbf{x}_v) = \mathbf{0}$ is satisfied showing that the bilevel negotiation occurred and that the design groups could reach an agreement on the design solution.

### 7. Conclusions

Engineering design problems motivate the development of algorithms for solving multiobjective problems...
Figure 3: Vehicle layout with $9 \times 8$ aspect ratio, $w^2$, $\beta = 1$ (left) and $\beta = 1000$ (right)

with multiple interacting disciplines and subsystems. The level of specialization of the design teams required in the design process must be respected by the mathematical formulation and solving strategy. A MultiObjective Decomposition Algorithm is an algorithm for the distributed computation of Pareto solution that is developed to deal with bilevel design problems and reflects the two main concepts of engineering design: the tradeoff analysis and the design specialization. Tradeoffs are taken into account through a weighted-sum scalarization and the design specialization is considered by the decomposition and the coordination of the resulting subproblems. Subproblems are formulated in light of the peculiar characteristics of the subsystems and disciplines and their coordination represents the design groups’ negotiation. The design of the battery and vehicle layout for electric and hybrid electric vehicles is adressed through MODA considering that the vehicle layout and the battery design are assigned to two different design teams specializing in the respective design areas and disciplines involving multiple design criteria. The numerical results demonstrate the capabilities of MODA and encourage its extension to multiple levels and the exploration of scalarization techniques other than the weighted-sum for tradeoff handling.
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