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1. Abstract
This study proposes the improvement method of computational efficiency for the hybrid-type multiobjective particle swarm optimization method (MOPSO) that the authors developed for the reliability-based multiobjective optimization (RBMO). The hybrid MOPSO integrates the constraint satisfaction technique using gradient information of constraints with a concept of the single-loop-single-vector method (SLSV). The constraint satisfaction technique consists of two functions: moving the design candidate with constraint violation to the feasible region based on the sensitivity of the violated constraints and to the feasible boundary using bi-section method. Some design candidates, however, take much computation with zigzag iterations until the candidate moves to feasible region. This study proposes the improvement method by eliminating the zigzag iterations based on an idea from the modified SLSV method or the conjugate mean value method proposed for resolving the convergence problem for the reliability-based optimization. The efficiency of the proposed method is demonstrated through several design problems by investigating the convergence and diversity of finding Pareto optimal solutions.
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3. Introduction
Multiobjective optimization method is widely applied to variety fields of engineering design problems. Especially, the evolutionary optimization algorithms are widely conducted such as multiobjective genetic algorithms [1] and multiobjective particle swarm optimization (MOPSO) [2]. On the other hand, research on the reliability-based multiobjective optimization (RBMO) is still developing [3–7]. Most studies selected the multiobjective GA, especially NSGA-II, as an optimizer.

However, computational efficiency of the multiobjective GA is not sufficient. This is because the multiobjective GA originally developed for design problem with discrete design variables and does not use the sensitivity information. A conventional single-objective reliability-based optimization [8] uses a gradient-based optimization method, because the sensitivity information is easily obtained from the reliability analysis such as the first-order reliability method (FORM). In addition, the efficient reliability-based design approach was developed to take consideration in using the gradient-based optimization method such as single-loop-single-vector (SLSV) method [9].

It is considered that the sensitivity information is also useful to the RBMO problem. Therefore, we proposed the computational efficient RBMO algorithms [10] by integrating the hybrid-type MOPSO [2] and the SLSV concepts [9]. The hybrid MOPSO has a constraint handling technique that uses the sensitivity of the constraints [11]. The constraint satisfaction technique consists of the two steps. First, the design candidate in infeasible region is forced to move to the feasible region on the basis of the violated constraint gradient information in each optimization step. Then, the constraint-satisfied design candidate is moved to the feasible boundary using bi-section method. For most engineering design problem, Pareto solutions generally lay on the feasible boundary. Therefore, the moved design candidate on the feasible boundary has higher possibility to select as a Pareto candidate. This strategy makes the Pareto searching efficiency improved, that was demonstrated through simple numerical design problem [11]. Then, the hybrid-type MOPSO with constraint satisfaction using sensitivity was applied to the RBMO problems [10, 12]. For computational efficiency, the method integrates the concept of SLSV method. The single-loop RBMO using the hybrid-type MOPSO was demonstrated to have higher computational efficiency [10, 12].

However, many calculations were required until the candidate moves to feasible region for some cases with zigzag iterations as shown in Fig. 1. This study proposes the improvement method by eliminating such zigzag iterations based on an idea from the modified SLSV method [13, 14] or the conjugate mean value method [15] proposed for resolving the convergence problem for the reliability-based optimization. The original method only uses the sensitivity at the current position. On the other hand, the modified method uses sensitivities at the previous positions to improve the moving direction to the feasible regions. The efficiency of the proposed method
is demonstrated through several design problems by investigating the convergence and diversity of finding Pareto optimal solutions.

4. Reliability-Based Multiobjective Optimization

Consider the multiobjective optimization problem subjected to the reliability constraints that consider uncertainties of design parameters such as material properties and applied loads. The limit state function that defines the $j$-th failure mode is denoted as $g_j(d, z)$ ($j = 1, \ldots, k$), where $d = [d_1, \ldots, d_n]^T$ and $z = [z_1, \ldots, z_l]^T$ are the design and random variables, respectively. The random variables are assumed to be independent from each other and denoted the mean value $\mu = [\mu_1, \ldots, \mu_l]^T$ and the standard deviation as $\sigma = \text{diag}[\sigma_1, \ldots, \sigma_l]^T$. The failure probability $P_{f_j}$ is defined as the probability that the $j$-th limit state function takes the negative value:

$$ P_{f_j} = P(g_j(d, z) \leq 0) \quad (1) $$

The reliability-based multiobjective optimization (RBMO) problem that minimize the multiple objective functions under the reliability constraints that the failure probabilities be lower than the prescribed values is formulated as follows:

$$ \text{Minimize:} \quad F(d) = (f_1(d), f_2(d), \ldots, f_k(d)) $$

subject to:

$$ P_{f_j} = P(g_j(d, z) < 0) \leq \Phi(-\beta_j), \quad (j = 1, \ldots, m) $$

$$ d_L \leq d \leq d_U $$

where $f_i(d)$ is the $i$-th objective function, $\beta_j$ is the target reliability index for the $j$-th failure mode, $\Phi()$ is the standardized normal distribution function and $d_U$ and $d_L$ are the upper and lower bounds of design variables, respectively.

For the single-objective reliability-based optimization, the single-loop-single-vector method (SLSV) [9] is one of the approaches that reduce the excessive computational cost of the double-loop formulated problem that adopts the first order reliability method (FORM) as the reliability analysis. The key idea of the SLSV is that the reliability constraint is converted into the deterministic constraint by using a proper approximation of the design point, sometimes called most probable point (MPP). When the random vector $z$ has a normal distribution $N(\mu, \sigma)$, the mean value $\mu$ and the design point $z_j$ of the $j$-th mode has following relationship as shown in Fig. 2. Note that the mean value vector $\mu$ is treated as design vector, $d$ in this figure:

$$ z_j = \mu - \beta_j \sigma^T \alpha_j $$

$$ \alpha_j = \frac{\nabla g_j(d, z_j^*)}{|\nabla g_j(d, z_j^*)|} $$

where $\alpha_j$ is the unit gradient vector of the $j$-th limit state function with respect to random variables. This equation indicates that the current mean value $\mu$ satisfying the target reliability index $\beta_j$ will agree with the point that is $\beta_j$ times the standard deviation depart from the design point, $z_j^*$ in the opposite direction of $\alpha_j^*$.

Based on the matter that the design point $z_j^*$ lies on the limit state surface, the reliability constraint is rewritten as a following deterministic constraint:

$$ g_j(d, \mu - \beta_j \sigma^T \alpha_j^*) \geq 0 \quad (4) $$
where the gradient vector \( \alpha^* \) should evaluate at the design point \( z^* \). However, the point is not known a priori. Therefore, a conventional RBDO method requires a iterated reliability analysis such as FORM. On the other hand, the SLSV method replaces the gradient vector \( \alpha^* \) by the gradient vector obtained in the previous optimization loop. This approximation makes the RBDO problem to a single loop algorithm.

5. Incorporation of Hybrid MOPSO with SLSV

In this study, the RBMO problem is solved by using the hybrid MOPSO [11] incorporated with concept of the SLSV method. The hybrid MOPSO has constraint handling capability using the gradient information of the constraint. Integration of the SLSV method into the constraint handling, the hybrid MOPSO is extended to the RBMO problem [10].

5.1 Multiobjective Particle Swarm Optimization (MOPSO)

The MOPSO is a kind of a heuristic approach of the multiple-point searching approach that expands to the multiobjective optimization from the particle swarm optimization (PSO). In the PSO, the current i-th design vector \( d^{i+1}_t \) is updated from the previous design \( d^i_t \) by using the velocity vector \( v^{i+1}_t \) as follows:

\[
d^{i+1}_t = d^i_t + v^{i+1}_t, \\
v^{i+1}_t = w v^i_t + C_1 r_1 (d^i_{p_i} - d^i_t) + C_2 r_2 (d^i_{g_i} - d^i_t)
\]

where \( d^i_{p_i} \) is called the personal best that is the best solution of the i-th design vector until the previous iteration, \( d^i_{g_i} \) is called the group best that is the best solution in all of the individuals. \( r_1 \) and \( r_2 \) are the uniform random variables in \([0, 1]\) to adjust the design update, \( w \) is called the inertial term and \( C_1 \) and \( C_2 \) are the parameters to adjust the effects of \( d^i_{p_i} \) and \( d^i_{g_i} \), respectively. In this study, \( w = 0.4 \) and \( C_1 = C_2 = 2 \) are adopted as the generally recommended value.

For the multiobjective optimization problem, the archive strategy is adopted as a kind of elitist method [16]. The method archives the Pareto candidate set and updates the set by comparing the current candidates with the archived candidates. As illustrated in Fig. 3, the current candidates A, B, and C are archived as new Pareto candidates, but the current candidate D and the archived candidate ‘a’ are removed because they are inferior to new Pareto candidates.

In the MOPSO, several methods were proposed to determine \( d^i_{p_i} \) and \( d^i_{g_i} \) which are called a local guide and a global guide, respectively, because the notion “best” is not suitable for the multiobjective optimization. This study adopts the sigma method [17] to determine the local and global guides. The sigma method evaluates the contribution rate between the objective functions as “sigma” by the following equation:

\[
\Sigma = \begin{cases} f^2_1 - f^2_2 & \text{(if } k = 2) \\ \sum_{j=1}^{k} f^2_j & \text{(if } k \geq 3) \end{cases}
\]

where \( \Sigma \) is a scholar for a bi-objective problem, and \( \Sigma \) becomes a vector for more than three objective function problem. As shown in Fig. 4, the Pareto candidate that has the most closest “sigma” value in the objective function space is selected as a global guide, \( d^i_{g_i} \). This strategy is known to have a higher convergency and also higher diversity of Pareto solutions.
On the other hand, as the number of archived Pareto candidates are increased, the archived strategy will take more computational time to compare and update the Pareto candidates. To save the computational effort, only one Pareto candidate in each prescribed sigma region is archived.

5.2 Constraint Handling Using Sensitivity and Zigzag Elimination
The constraint handling method proposed in our previous study [10–12] use the constraint sensitivity information. When the design candidate violates the constraints, it is moved to the feasible region to the direction obtained by using the violated constraint gradient information. When the violation is improved, the design candidate is moved to the same direction until the candidate satisfies the constraints. On the other hand, when the constraint violation is deteriorated, the moving direction is updated by evaluating the violated constraints and repeated until all of the constraints are satisfied. Finally, the candidates is moved to the feasible boundary using bi-section method. The method is found to have a sufficient Pareto optimal solution searching capacity for deterministic multiobjective optimization problem [11] and the RBMO problem integrated with the SLSV method [10, 12].

However, the method does not always worked well. When the violated constraints are often switched, the design candidate will approach the feasible region by zigzag as illustrated in Fig. 1. Such a case requires many iterations and therefore takes much computational effort.

We modify the method to eliminate the zigzag iterations. Several approaches were proposed for the single-objective reliability-based design optimization (RBDO) to improve the computational efficiency [13–15]. These methods use not the current sensitivity but the previous sensitivity to determine the searching direction. That is, if the searching direction is regarded as zigzag using the current and previous sensitivities, the direction is modified using the sensitivities.

An image of elimination of the zigzag iterations is shown in Fig. 5, where \( h \) indicates the moving direction vector based on the sensitivities of violated constraints and \( k \) is the number of iterations. First, the changing angles between successive searching directions are defined based on the Modified SLSV method [13] as follows:

\[
\begin{align*}
    \theta_A &= \cos^{-1} h^{(k-2)T} h^{(k)} \quad (7) \\
    \theta_B &= \cos^{-1} h^{(k-1)T} h^{(k)} \quad (8)
\end{align*}
\]

That is, \( A \) and \( B \) are the angle between the current and the second previous searching directions, and the angle between the current and previous searching directions, respectively. Then, we decide that the zigzag occurred if \( \theta_A < \theta_B \). In this case, the moving direction is modified using following equation:

\[
    h^{(k)} = \gamma (h^{(k-1)} + h^{(k)}) \quad (9)
\]

where \( \gamma \) is constant to adjust the magnitude of the moving direction. The flow of the constraint handling is illustrated in Fig. 6(a) and the algorithm is described as follows.

**Step 1: Set step size** Set the step size \( \delta \) for the violated design \( d_i \).

**Step 2: Set moving direction** Evaluate the moving direction vector \( h \) using the gradient vectors of violated constraints \( \nabla g_j(d_i, d_i - \beta_i \sigma^T \alpha_j^T) \) as follows.

\[
    h = \sum_{j \in J} \frac{\nabla g_j(d_i, d_i - \beta_i \sigma^T \alpha_j^T)}{||\nabla g_j(d_i, d_i - \beta_i \sigma^T \alpha_j^T)||} \quad (10)
\]
Step 3: Update design The design vector is updated using the vector $h$ as follows:

$$d_i = d_i + \delta h$$  \hspace{1cm} (11)

Step 4: Judgment Evaluate all constraint conditions for the updated design vector. The next step is selected according to the following conditions.

In case that all of constraints are satisfied Go to Step 5.

In case that the violated constraint value is deteriorated Go back to Step 2 and update the moving direction, $h$.

In case that the constraint value is improved Evaluate the changing angles in Eqs. (7) and (8). If $\theta_A \geq \theta_B$, then update the step size $\delta$ and go back to Step 3. Otherwise, modify the moving direction using the following equation:

$$h^{(k)} = \gamma(h^{(k-1)} + h^{(k)})$$  \hspace{1cm} (12)

and then go back to Step 3. Where, $\gamma$ is constant for adjusting the step size.

Step 5: Move to feasible boundary Move the feasible boundary $(g(d_i, \mu - \beta_i \sigma^T a_j) = 0)$ by applying bi-section method using the previous and the current design, where the previous design is violated and the current design is feasible.

The proposed algorithm is summarized in Fig. 6 (b). Feature of the proposed method is to update the normalized gradient vector of the reliability constraint $\alpha_j^{(k)}$ at each step as well as the design vector and the velocity.

6. Numerical Examples Efficiency of the proposed method is demonstrated through several engineering examples. The first example illustrates the computational efficiency of the zigzag elimination. Then, the efficiency of the improved hybrid-type MOPSO is demonstrated through a couple of engineering example problems.
Consider the following feasible region consisting of convex and non-convex constraints [18]:

\[
\begin{align*}
g_1(d) &= \frac{d_1^2d_2}{20} - 1 \geq 0 \\
g_2(d) &= \frac{(d_1 + d_2 - 5)^2}{30} + \frac{(d_1 - d_2 - 12)^2}{120} - 1 \geq 0 \\
g_3(d) &= \frac{80}{d_1^2 + 8d_2 + 5} - 1 \geq 0 \\
0 \leq d_i &\leq 10, \quad (i = 1, 2)
\end{align*}
\]

Table 1 compares the number of function evaluations required for moving to the feasible region from the 121 starting grid points composed of integer coordinates that satisfies the side constraint, that is, (0,0) to (10, 10). In this example, the constant \( \gamma \) in Eq. (9) that adjusts the step size is set to 10. Though the previous method have 5 points that exceeds more than 100 function evaluations, the new method has only one point that the number is 102. The total number of function evaluations is reduced more than 30% from 2226 to 1534.

In Fig. 7, the blue dots are the final goal to the feasible region starting from the grid points and the red broken-lines are examples of the moving trajectories from several points. As a typical case, trajectories starting from (9,1) are compared in Fig. 8, where the blue broken-line corresponds to the previous method and the red one to the new method. For both method, the trajectories pass across a boundary of \( g_2 = 0 \) until satisfying all constraints. The previous method requires 245 function evaluations, but the new method requires only 60, about one-fourth.

6.1 Efficiency of zigzag elimination

In Fig. 8, the effect of zigzag elimination process is shown.

6.2 Crashworthiness RBMO problem

The new method is applied to the crashworthiness RBMO problem [4] that is known as a benchmark problem consisting of 2 objective functions and 9 constraint conditions in terms of 9 design variables. The random variables \( x \) follows independent normal distribution whose mean value are set as design variables \( d \) and the coefficient of variations are listed in Table 2 (a). The objective and constraint functions are also listed in Table 2 (b) and (c), respectively, that each function is formulated as polynomials through the response surface approximation.

In MOPSO, the number of particles is set as 100, the number of iterations 200 and \( \gamma = 4 \). Fig. 9 compares the Pareto set under the conditions that the target reliability indices \( \beta_i \) are set as 0, 3, and 6 between the previous and the new methods. Note that \( \beta_i = 0 \) corresponds to the deterministic problem. The obtained Pareto set for both methods are almost similar to the original one [4], though small difference exists only in the upper left part of the feasible domain.
Table 2: Formulation of crashworthiness RBMO problem [4].
(a) Design variables, side constraints, and cov in random variables

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>COV (σ/μ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness of B-pillar inner (mm)</td>
<td>d₁</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of B-pillar reinforcement (mm)</td>
<td>d₂</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of floor side inner (mm)</td>
<td>d₃</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of cross members (mm)</td>
<td>d₄</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of door beam (mm)</td>
<td>d₅</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of door belt line reinforcement (mm)</td>
<td>d₆</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Thickness of roof rail (mm)</td>
<td>d₇</td>
<td>0.5</td>
<td>1.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Material yield stress for B-pillar inner (GPa)</td>
<td>d₈</td>
<td>0.03</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Material yield stress for floor side inner (GPa)</td>
<td>d₉</td>
<td>0.03</td>
<td>0.75</td>
<td>0.02</td>
</tr>
</tbody>
</table>

(b) Two Objective functions
- Weight: \( f₁ = 1.98 + 4.9d₁ + 6.6d₂ + 6.98d₁ + 4.01d₄ + 1.78d₅ + 2.73d₇ \)
- Door velocity: \( f₂ = 16.45 - 0.489d₁d₇ - 0.843d₉d₉ \)

(c) Nine Constraints

![Figure 9: Pareto set comparison for crashworthiness RBMO problem.](image)

Table 3: Computational performance of crashworthiness RBMO problem.

<table>
<thead>
<tr>
<th>Target reliability ( \beta )</th>
<th>Previous Number of evaluations</th>
<th>Ratio</th>
<th>Proposed Number of evaluations</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>748310</td>
<td>18.71</td>
<td>688263</td>
<td>17.21</td>
</tr>
<tr>
<td>3</td>
<td>743607</td>
<td>18.59</td>
<td>695454</td>
<td>17.39</td>
</tr>
<tr>
<td>6</td>
<td>999755</td>
<td>24.99</td>
<td>873327</td>
<td>21.83</td>
</tr>
</tbody>
</table>

Pareto set. The total number of function evaluations and the average number of evaluations per each particle in each iteration are compared in Table 3. Though the improvement is not so large in this example, the new method slightly reduces the number of function evaluations.
Table 4: Formulation of 10-bar truss design problem [4].

(a) Design and random variables

<table>
<thead>
<tr>
<th>Design variables $d_i$</th>
<th>Cross-sectional area $0.1 \leq d_i \leq 5$, ($i = 1, \cdots, 10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random variables $x_i$</td>
<td>Tensile strength $N(25, 2.5)$, ($i = 1, \cdots, 10$)</td>
</tr>
<tr>
<td></td>
<td>Compression strength $N(-25, 2.5)$, ($i = 11, \cdots, 20$)</td>
</tr>
<tr>
<td></td>
<td>Applied load $N(100, 10)$, ($i = 21, 22$)</td>
</tr>
</tbody>
</table>

(b) Reliability constraints

<table>
<thead>
<tr>
<th>Tensile</th>
<th>$P(x_i - \sigma_i \leq 0) \leq \Phi(-\beta_i)$, ($i = 1, \cdots, 10$), (if $\sigma_i \geq 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression</td>
<td>$P(\sigma_i - x_i \leq 0) \leq \Phi(-\beta_i)$, ($i = 11, \cdots, 20$), (if $\sigma_i \leq 0$)</td>
</tr>
</tbody>
</table>

6.3 10-bar truss design problem

This example is extended from a typical 10-bar truss design problem as shown in Fig. 10 that is known as a single-objective benchmark problem [13]. The member cross-sectional areas are treated as design variables, $d_i$, ($i = 1, \cdots, 10$) and the two nodal applied loads and member allowable stresses are adopted as independent normal distributed random variables as listed in Table 4 (a). The two objective functions is defined to minimize the total volume and the tip displacement. The reliability constraints are formulated that the reliability which the member stress does not exceed the allowable stress should be higher than the target reliability as listed in Table 4 (b). This RBMO problem consists of the two objectives and 20 reliability constraints with 10 design variables and 22 random variables. Other properties such as the member length, $l_i$, ($i = 1, \cdots, 10$), and Young’s modulus, $E = 2 \times 10^5$, are treated as deterministic values.

Note that this problem adopts the deterministic design variables, that is, $\mu$, the mean value of random variables in the second argument of Eq. (4) does not correspond to design variable. The concept of SLSV is applicable even in this case, though the design point $z_j^{*}$ described in Fig. 2 is not rigorously correct.

In MOPSO, the number of particles is set as 100, the number of iterations 200 and $\gamma = 4$. Fig. 11 compares the Pareto set under the conditions that the target reliability indices $\beta_i$ are set as 0, 3, and 6 between the previous and the new methods. The new method achieves the diversity of Pareto set. On the other hand, the previous method does not obtain the lower right region of the Pareto set.

The lower right region of Pareto set corresponds to design with smaller tip displacement but larger volume as shown in Fig. 12 (a). As this kind of design does not have active reliability constraints, the difference between the target reliability indices does not appear. On the other hand, the upper left region of Pareto set is much different from the above design. The configuration is shown in Fig. 12 (b), where the design with minimum volume but has larger tip displacement. As the reliability constraints are active around this region, the target reliability has significant effect on the Pareto solutions. Both configurations are not suitable from the viewpoint of mechanical engineering. The design configuration corresponding to the central area in the Pareto curve is shown in Fig. 12 (c). This configuration has a good balance between the volume and the tip displacement and is similar to the typical design of the single-objective optimization problem that minimize the volume under the tip displacement and member stress constraints.

Finally, the computational effort is compared in Table 5. It is found that the new method reduces the number of function evaluations as much as about 60% of the previous method in this example.
7. Conclusion
This study proposes the improvement method of the hybrid-type MOPSO that the authors developed for the multiobjective optimization formulated as continuous design variables and the RBMO [10–12]. The hybrid MOPSO integrates the constraint satisfaction technique using gradient information of constraints. The constraint satisfaction technique consists of two functions: moving the design candidate with constraint violation to the feasible region using sensitivity information of the violated constraints and to the feasible boundary using bi-section method. Some design candidates require huge numbers of iterations until the candidate moves to feasible region, when the violated constraint conditions are shifted frequently during the constraint satisfaction process. Because the original method only uses the sensitivity at the current position,

In order to eliminate such zigzag iterations, an idea from the modified SLSV method or the conjugate mean value method [13, 14] is applied. The improved method uses sensitivities at the previous positions to improve the moving direction to the feasible regions.

The efficiency of the proposed method is demonstrated through several design problems by investigating the convergence and diversity of finding Pareto optimal solutions.
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