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Uncertainties in the explosive-specific parameters of the Jones-Wilkins-Lee (JWL) equa-
tion of state (EOS) are carefully considered in hydrodynamic simulations of an explosive
experiment to minimize the error in the flow prediction. Experimental data of the leading
shock position in the transverse direction over time serves as the prediction metric for
quantifying simulation prediction error. The uncertainty quantification technique, global
sensitivity analysis, is utilized to determine the JWL parameters to which the transverse
shock propagation is most sensitive. A polynomial response surface (PRS) is constructed in
the space of the most influential JWL parameters, and the point of minimum error between
the experimental data and the PRS yields calibrated JWL parameters for the experimental
flow. The simulation results following the parameter calibration show good agreement with
the experimental data. It was found that two significant parameters, the heat release per
unit mass of reactant Q and JWL model exponent R1 are strongly related, which makes it
difficult to identify accurate values.

DOI: 10.1103/PhysRevFluids.5.123201

I. INTRODUCTION

The hydrodynamic modeling of high explosives (HEs) during and after the detonation process
is an ongoing topic of interest for munitions and mining applications. At the core of the modeling
process is an equation of state (EOS), which relates the thermodynamic state variables of a material
to a given set of physical conditions. Often, the physical conditions are given by the density,
pressure, or temperature of the material. For example, the state variables of ambient air at standard
temperature and pressure (STP) may be related by the well-known ideal gas law (see Sec. IV B 1).
Such a model may be validated with common measurement techniques using widely available
apparatuses. Conversely, the extreme pressures [O(10 GPa)], temperatures [O(1000 K)], and rapid
time scales [O(10 ns)] associated with detonation events introduce challenges for equation-of-state
development.

A defining property of high explosives is the detonation velocity, or the speed at which the
reaction front propagates through the material after having reached a steady state. This quantity is
dependent on the composition, geometry, and confinement associated with the reacting material [1].
For HMX-based explosives, this speed is reported to be in excess of 9 km/s [2]. Further, analysis
on the expansion of trailing detonation products provides key information about the relationship
between energy release and volumetric expansion of the reacted explosive material. These sources
of information may be used to derive the material specific parameters of the widely used, empirically
based Jones-Wilkins-Lee (JWL) EOS [3]. Developed at Lawrence Livermore National Laboratory

2469-990X/2020/5(12)/123201(24) 123201-1 ©2020 American Physical Society

https://orcid.org/0000-0002-7581-8830
https://orcid.org/0000-0003-0412-0862
https://orcid.org/0000-0002-5988-8214
https://orcid.org/0000-0003-3619-3695
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevFluids.5.123201&domain=pdf&date_stamp=2020-12-14
https://doi.org/10.1103/PhysRevFluids.5.123201


JOSHUA GARNO et al.

(LLNL), the primary method of characterizing the detonation velocity and adiabatic expansion
of detonation products of a given explosive is the cylinder test [3,4]. The general experimental
setup for the cylinder test consists of an electrically grounded copper tube filled with explosive
material. The explosive is detonated from one end and the ensuing, planar reaction front is allowed
to propagate in the axial direction down the length of the tube. Simple in concept, the experiment
must be painstakingly conducted ensuring strict mechanical tolerances with detailed knowledge
of the metallurgy of the copper. These requirements are essential to assure that the test yields
high-quality, reproducible data. For more information on the cylinder test experimental setup and
data acquisition, see [4]. Finally, the most common approach of calibrating the JWL EOS parameters
to the experimental data is to perform high fidelity, multimaterial, hydrodynamic simulations that
modify the model parameters until detonation-induced barrel deformation agreement is obtained
between simulations and experiments [3,5,6].

The described method of JWL EOS model calibration establishes a foundation for defining
explosive-specific parameters, and does well to characterize the general behavior of expanding
detonation products. However, some comments can be made regarding the procedure. It is known
that despite the significant care used to manufacture the explosive material (which is usually a
blend of explosive chemical components along with some binder), the processed material may still
contain imperfections. Realized by joints, cracks, holes, and gaps, explosive material blemishes
can result in peculiar flow features whose origins are not fully understood [7]. These material
defects lead to variations in experimental data that are unable to be properly represented by
simulations that assume the explosive material to be perfectly homogeneous. Further, the copper
in simulations of the cylinder tests requires a model to describe its dynamic behavior under the
extreme conditions of detonation. As stated above, special attention is given to the metal used in
the experiments to ensure it is of the highest purity. This effort serves to minimize the discrepancy
between copper’s physical behavior and its representation in the simulations. The cumulative effect
of these inescapable shortcomings, in addition to experimental measurement uncertainties and setup
nuances, is shot-to-shot variability. The data processing then involves an empirical fitting form to
compile the experimental results [4]. Regardless, an EOS is able to be developed that captures the
behavior of detonation products in the controlled experiments.

Various efforts have been performed that provide alternative methods for calibrating JWL pa-
rameters. One such practice, less prevalent in the literature, employs a thermo-chemical equilibrium
code with built-in empirical relations to obtain the necessary energy release and volume information.
A JWL parameter fitting algorithm then solves for optimum JWL parameters [5]. Analytic models
have also been developed, e.g., the works of [3] and [5], that use idealized cylinder deformation
dynamics along with energy relations to construct a set of equations that may be solved via an
iterative scheme with experimental data. For both cases, optimized JWL parameters are obtained
that show close agreement with the literature and numerical simulations.

In practice, the simulation of an explosive experiment involves the consideration of several mod-
eling details in addition to the choice of detonation products EOS. For example, one must determine
whether the chemistry model, unsteady and three-dimensional effects, shock-to-detonation process,
interactions with the case, underlying reactant material microstructure, case modeling and expansion
under extreme loads, etc., are important contributing factors to the physical results of interest [2,8,9].
Further, the uncertainties in the physics models, material defects in the solid explosive and casing,
and uncertainties in the JWL parameters themselves often result in discrepancies between the results
of simulations and experiments. Thus, it is common to make simplifying assumptions to reduce the
complexity of the problem and draw focus to the driving physics of interest. In this work, the focus is
to capture the macroscale flow of shocked air and detonation products induced by the detonation of
a high explosive charge. Therefore, more emphasis is placed on the modeling of the detonation
products and geometry as a whole, and less on the details of the complex detonation process
and solid casing interaction. Here, the detonation is modeled using a reactive-burn formulation
and propagates through homogeneous reactant material, confined within a rigid casing. In this
configuration, the computational expense of a simulation is minimized while retaining the rich
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FIG. 1. A schematic showing a cross section of the explosive casing in the experiment. All dimensions are
given in millimeters. The explosive train is described from left to right beginning with the RP-83 detonator,
followed by three PBXN-5 pellets.

physics of the rapidly expanding flow. The current aim is to provide a method for reducing the
error in the flow prediction of an explosive experiment. In many situations it is only possible to
perform a given experiment a few times, so it is important that the simulation be able to predict the
flow of a given realization with bounded uncertainty.

In this work, the explosive-specific model parameters of the JWL EOS are calibrated to an
experimental geometry using uncertainty quantification techniques. High-speed photographs enable
the primary shock position to be defined as a function of time and compared with simulations. With
this information, JWL parameters are optimized to reduce the prediction error of the transverse
shock position. The exact values of the optimized JWL parameters are specific to the present
experimental configuration, which has been used in a series of experiments investigating detonation-
driven explosive dispersal of large- and small-sized particles [10,11]. The calibrated post-detonation
flow can then be used to evaluate particle motion and dispersion for comparison against the
experiments. Furthermore, the method described in this work is applicable to any problem involving
detonation-driven flow.

The paper will proceed as follows. Section II will detail the experiment to be simulated, Sec. III
describes the simulation setup, Sec. IV will discuss the numerical methods and physical models used
in the simulations, and Sec. V will explain the uncertainty quantification techniques and results,
followed by the conclusions in Sec. VI.

II. EXPERIMENTAL SETUP

The explosive experiments simulated in this work were performed at the Munitions Directorate
of the Air Force Research Laboratory at Eglin Air Force Base. The experiments are described
thoroughly in [10] and a brief overview is given here. The experimental setup consists of a steel,
cylindrical explosive casing with an inner diameter of 12.95 mm and outer diameter of 50.8 mm.
Encased within the bore are three cylindrical explosive pellets of PBXN-5 (95% HMX/5% Viton
A by weight) [12] laid end to end, each nominally 12.7 mm in diameter and length. The explosive
pellets are detonated with a Teledyne RISI RP-83 detonator inserted from the rear of the assembly.
Photographs of the experimental setup are available in [10] and a schematic of the explosive
assembly is presented in Fig. 1. The detonation products expelled from the barrel immediately
following the explosion were optically opaque and easily observed in the experimental images.
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FIG. 2. Initial conditions for simulation of the experiment with dimensions and boundary conditions
labeled; OF is an outflow and SW is a slipwall. All boundaries associated with the rigid barrel (labeled) are
slipwalls. The blue colored regions are ambient air, while the red region shows the position of the explosive
products immediately following the complete detonation of the PBXN-5 pellets.

High speed photographs of the explosive events used a Specialized Imaging SIMACON sampled at
666 kHz with a resolution of 1260 × 940. Lighting for the images was provided by a Xenon flash
lamp. The leading shockwave distorted light in the images, allowing its propagation to be observed.

Deformation of the explosive casing was observed following the explosive tests; see [10]. From
the x-ray images provided in [10], an estimate of the casing deformation may be computed. It is
estimated that the outer diameter of the explosive grew to 60.3 mm, whereas the pre-shot outer
diameter of the casing was 50.8 mm, as shown in Fig. 1. This corresponds to an 18.7% increase in
outer diameter. This deformation can augment the flow of explosive products being expelled from
the casing, compared to a casing that were perfectly rigid. In this work, this solid deformation is not
explicitly modeled in the simulations. Instead, the explosive-specific parameters of the equation of
state of the explosive material are carefully adjusted, using uncertainty quantification techniques,
to reduce the error in the flow prediction. The equation of state and uncertainty quantification
procedure will be discussed in detail in Secs. IV and V, respectively.

III. SIMULATION SETUP

The symmetry of the experimental setup about the longitudinal axis of the barrel permits the
simulations to be performed in an axisymmetric configuration. To achieve this computationally,
the cylindrical form of the governing equations is solved where the centerline of the explosive
assembly is simulated as a symmetric boundary on a two-dimensional, uniform, Cartesian grid with
the axisymmetric assumptions applied. Boundaries of the simulation domain imposed by the solid
walls of the explosive assembly are modeled as slipwalls. The simulated length in front of the
barrel (Lx) is defined by the maximum distance present in the experimental data and is terminated
by an outflow (OF) boundary condition; see Fig. 2. The radial extent of the domain normal to the
centerline (Lr) is chosen to be tall enough to observe the transverse expansion of the explosive
products and shock trajectory for comparisons with experimental data. This boundary is also treated
as an outflow. The thin channel that holds the RP-83 detonator in the rear of explosive assembly
allows explosive products to exhaust through the back of the assembly through an outflow. The
details of the detonator are not simulated. The explosive region is initialized to replicate the design
of the experimental setup. The high-explosive (HE) material is positioned such that the trailing edge
of the final pellet to detonate is submerged by 1 mm within the barrel; see Fig. 1. Along the inner
wall of the barrel, which forms the outer boundary of the initial detonation products, a slipwall (SW)
boundary condition is applied.
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(a)

(b)

FIG. 3. Detonation simulation initial conditions and post-detonation flow profiles are shown in (a) and (b),
respectively. The simulation completes when the detonation wave has reached the experimental length of the
explosive pellets. (a) Detonation simulation initial conditions. The material interface (air-PBXN-5) is located at
x = 0. Both materials start at rest (u = 0) at ambient pressure; (b) density, velocity, and pressure profiles upon
complete detonation are shown. The simulation results shown here used the input JWL parameters of Table I.
The detonation starts from the interface, initially at x = 0, and propagates to the right. The explosive products
expand into the air, initially located at (x < 0). The mass fraction of explosive products YP is given on the
right side axes. The location of the CJ state is shown by the red dot on each profile, where ρCJ = 2512 kg/m3,
uCJ = 2295 m/s, and pCJ = 37.5 GPa.

The simulation of the experiment is performed in a two-step procedure: (i) First, the detonation
of the explosive charge is simulated, (ii) the resulting density, velocity, and pressure profiles of the
detonation simulation [see Fig. 3(b)] are extracted and read into the second simulation which solves
the post-detonation expansion of the products into a larger domain. A separate code, described in
Sec. IV B 2, is used in the first step to simulate the detonation of the PBXN-5 pellets. The detonation
simulation solution profiles are only functions of x and are independent of the radial location. These
results then form the initial condition for the state of the detonation products for the post-detonation
simulation.

IV. NUMERICAL METHODS AND MODELING

For this work, the fluid is treated as a continuum field involving a mixture of two separate
chemical species—the detonation products of the PBXN-5 charge and the surrounding, ambient
air.

A. Fluid governing equations

The detonation-driven flow examined in this work is dominated by extremely high Reynolds
number conditions, where viscosity will play only a minor role. Further, the time scales of interest
are much smaller than the time required for considerable heat transfer by conduction. Finally,
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resolving the boundary layer is computationally prohibitively expensive, and is out of the scope
of this work. Neglecting the effects of both viscosity and conductivity, the governing equations
for the fluid phase are the compressible, single-phase, and multispecies Euler equations. These
equations are solved with a finite volume approach. The convective fluxes are computed using a
second-order accurate AUSM+up scheme [13]. The calculated gradients are modified by using a
WENO reconstruction method [14]. The time integration is performed with a third-order accurate
Runge-Kutta scheme. The code which implements this entire solver has been previously tested
and validated for a number of numerical simulations of compressible flows which involve shock
waves [15–17].

Specifically, the following are the continuity, momentum, energy, and species evolution equations
which are solved in this work in the Eulerian frame:

∂ρ

∂t
+ ∇ · (ρu) = 0, (1)

∂ (ρu)

∂t
+ ∇ · (ρuu) + ∇P = 0, (2)

∂ (ρE )

∂t
+ ∇ · (ρEu) + ∇ · (Pu) = 0, (3)

and

∂ (ρYP )

∂t
+ ∇ · (ρYPu) = 0. (4)

In the above, the variables ρ, u, and P are the gas density, velocity vector, and pressure, respectively.
The specific total energy of the gas is represented by E and defined as

E = e + 1

2
u · u, (5)

where e is the specific internal energy of the fluid. In the species evolution equation, Eq. (4), YP is
the mass fraction of the detonation products. If the mass fraction for the ambient air is desired, it is
extracted from the constraint that Yair + YP = 1. These equations are closed through a mixed-species
equation of state for the thermodynamic variables (pressure, temperature, and speed of sound). This
model will be explained in further detail in Sec. IV B 1.

B. Physical models

The fluid equation of state and detonation model are presented below, followed by the outflow
boundary conditions for this problem.

1. Equation of state

The ambient air will be described using the ideal (or perfect) gas equation of state. The pressure
and temperature of the ambient air as a function of density and specific internal energy are

P(ρ, e) = ρe(γ − 1) and T (ρ, e) = P(ρ, e)

ρR
= e

Cv

. (6)

In the above, Cv is the specific heat of the fluid at constant volume, R is the specific gas constant
for the fluid, and γ = Cp/Cv is the ratio of specific heats for the fluid. In this work, γ = 1.4 and
R = 287 J/kg K.

Immediately after detonation, the temperatures and pressures of the products of detonation are
on the order of several thousand degrees Kelvin and tens of thousands of atmospheres. These are
well outside of the ranges where the ideal gas equation of state is a reasonable approximation.
A real gas equation of state must be used to describe the detonation products. In this work, the
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TABLE I. JWL parameters for LX-10-0 [21] and corresponding CJ state.

A (GPa) B (GPa) ω R1 R2 ρ0 (kg/m3) Q (MJ/kg) DCJ(km/s) PCJ (GPa)

880.200 17.437 0.30 4.60 1.20 1860 5.59 8.821 37.5

Jones-Wilkins-Lee (JWL) equation of state [18–20] is used for the products. These give the pressure
and temperature as

P(ρ, e) = A

[
1 − ω

R1V

]
exp(−R1V ) + B

[
1 − ω

R2V

]
exp(−R2V ) + ωρe, (7a)

T (ρ, e) = 1

Cv

[
e − A

R1ρ0
exp(−R1V ) − B

R2ρ0
exp(−R2V )

]
, (7b)

under the assumption of a constant specific heat at constant volume. In the above, A, B, R1, R2,
and ω are material-specific constants that researchers have determined through curve fits of data
obtained from detonation experiments. Also, V = ρ0/ρ with ρ0 being the initial, unreacted density
of the explosive material. Table I gives the JWL model parameters and corresponding Chapman-
Jouget (CJ) state values for these constants for LX-10-0, a high-explosive material compositionally
identical to PBXN-5 (95% HMX, 5% Viton-A by weight) [12,21]. The parameters for LX-10-0
were used for numerical simulations since they are more readily available in the literature. Aside
from Table I, the remainder of this paper will refer to the high-explosive material as PBXN-5.

As the high-energy detonation products are propelled outward into the ambient air, the two
species of fluids will mix. The mixture requires a different equation of state to properly describe
the local pressure and temperature. To reduce the computational complexity and cost, the equation
of state for the mixture is obtained by modifying Eqs. (7a) and (7b). Specifically, the JWL constants
of A and B are modified into a linear function of the mixture specific internal energy, while ω and
Cv for the fluid are modified into linear functions of mixture density. These adapted parameters are
implemented only where the mass fraction of explosive products is less than 99%; otherwise the
JWL parameters for pure products are used.

The value used for ρ0 in this work was obtained from experimental measurements of the
explosive pellet density [10], and is different from what is given in [21]. The mean value and
uncertainty associated with the measurements of ρ0 are discussed in Sec. V C. The JWL equations
for PBXN-5 given by (7a) and (7b) along with the values listed in Tables I and II will decay to
become the ideal gas equations given by (6) in the limit when ρ −→ ρa and e −→ ea. However, it will
allow for real gas behavior at moderate to high values of density and energy, ρ −→ ρ0 and e −→ e0.
It should be noted that at the values of ρ and e given for pure PBXN-5 in [12,21], this modified
equation of state also reverts back to the pure JWL equations. Thus, the blended equation preserves
the correct asymptotic behaviors.

TABLE II. Model constants for PBXN-5 and air mixtures.

Model constant Value Units

ρa 1.258 kg/m3

ρ0 1796 kg/m3

ea 0.2 MJ/kg
e0 5.6 MJ/kg
Cv,a 717 J/kg K
Cv,0 516 J/kg K
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The mixture JWL equation of state proposed here is of empirical form, blending the JWL
and ideal gas forms in a linear manner. The predictive capability of this model has not been
rigorously defined, so an estimate of its error is provided here. Using simulation flow field results,
approximately 300 data points of (ρ, p, e,YP ) were extracted and used for error analysis. The
sampling points were collected from the detonation products-air mixture region of the flow, where
0 < YP < 1, and along the centerline. Samples were taken over all time that the material interface
existed within the computational domain. The common approach for computing the multispecies
mixture pressure is to constrain the system based on component pressure and temperature equilib-
rium. This nonlinear system may be solved iteratively, the details of which are given in [22] and are
not repeated here. The density, internal energy, and mass fraction of the sample points collected from
the simulation were used as inputs to the iterative mixture EOS solver of [22] to compute the p-T
equilibrium mixture pressure. For mass fractions less than 0.5, the relative error in pressure remains
below 10%. The error presented here is intended to give an order of magnitude estimate of the
performance of the proposed EOS. The errors are computed while considering the p-T equilibrium
result to be the true value. However, this result is inherently based on the thermal models of the JWL
and ideal gas EOSs, which are limited in their own accuracy and range of applicability [23]. Further,
the constraint that the temperature has equilibrated between the air and detonation products during
the times of interest may not be entirely physical. Based on these considerations, the error computed
between the two mixture EOSs is acceptable. It is recognized that the mixture EOS model may play
a role in the detonation products EOS parametrization of Sec. V C. The influences of the model
constants of the proposed mixture EOS are not explicitly considered in the model parametrization,
but are expected to have a small effect on the parametrization of the variables on which they operate,
namely A, B, and ω.

2. Detonation model

The rigid, steel barrel in the experiment acts as a channel for the explosive products, directing the
gaseous mixture to expand axially after it is ignited from the leftmost end (refer to Fig. 1). The main
charge of PBXN-5 has a length-to-diameter ratio L/D ∼ 3, and most shock-to-detonation studies
show that transition to detonation occurs before the length of the explosive [9]. It is assumed that the
detonation products of the main PBXN-5 charge will dominate the flow following the detonation, so
the details of the detonator are neglected. In the experiment, the products flow may be influenced by
detonation front curvature and unsteady effects. In the simulations, it is assumed that flow gradients
of the dense gas normal to the centerline during the detonation will be small relative to the gradients
in the stream-wise direction. Thus, a reasonable description for the explosive products following the
complete detonation can be obtained from a one-dimensional detonation simulation. The detonation
code used in this work solves the reactive Euler equations and implements a density-based burn
model along with the JWL equation of state to simulate the detonation of the PBXN-5 pellets in one
dimension. The two material, one-dimensional reactive Euler equations are given by

∂ (ρ1φ)

∂t
+ ∂ (ρ1φu)

∂x
= 0, (8)

∂ (ρ2(1 − φ))

∂t
+ ∂ (ρ2(1 − φ)u)

∂x
= 0, (9)

∂ (ρu)

∂t
+ ∂ (ρuu)

∂x
+ ∂P

∂x
= 0, (10)

∂ (ρE )

∂t
+ ∂ ((ρE + P)u)

∂x
= Q�, (11)

∂ (ρYR)

∂t
+ ∂ (ρuYR)

∂x
= −�, (12)
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and
∂φ

∂t
+ u

∂φ

∂x
= 0. (13)

In the above equations the symbol φ represents the volume fraction of material 1, and (1 − φ) is the
volume fraction of material 2. The subscripts 1 and 2 for ρ(·) indicate the density of material 1 or 2,
respectively. The density of the mixture is obtained by

ρ = ρ1φ + ρ2(1 − φ). (14)

A continuum description of the air-PBXN-5 material interface would have a discontinuity at the
transition point between the two different materials, where φ would instantaneously rise from 0 to 1
as one moves between materials. In the numerical simulation, a small number of grid points over a
thin region are used to smoothly transition one material to the other. As in Sec. IV A, the variables P,
u, and E are the pressure, velocity, and specific total energy, respectively. The specific total energy
is defined as

E = e + 1
2 u2, (15)

where e is the specific internal energy. In Eq. (12), YR is the mass fraction of the reactant, in this case
PBXN-5. The right-hand side of the energy equation contains the power deposition term, where Q
is the energy release per unit mass of the reactant and � is the reaction rate. The reaction is modeled
as a single-phase with one-step chemistry using the same JWL EOS for both reactants and products.
To obtain the initial physical state of the unreacted explosive, the EOS is modified by the factor
YR�e. The energy offset �e is computed given (ρ0, P0, e0,r ). Mathematically, �e is given by

�e = −e0,r + 1

wρ0

(
P0 − A

[
1 − ω

R1

]
exp(−R1) − B

[
1 − ω

R2

]
exp(−R2)

)
, (16)

where the ratio V = ρ0/ρ has been taken as unity, e0,r = 0 and P0 = 102 300 Pa. This factor is only
important during the detonation in the region where YR > 0, elsewhere this term has no effect. So
the JWL EOS during the detonation is given by

P(ρ, e) = A

[
1 − ω

R1V

]
exp(−R1V ) + B

[
1 − ω

R2V

]
exp(−R2V ) + ωρ[e + YR�e], (17)

where the energy release due to chemical reaction appears as a source term in the energy equation.
The adapted JWL parameters are used at the mixture region of air and explosive products, as
described in Sec. IV B 1.

The current work employs a density-based burn model, with � defined as

� = ρ[RI + RG], (18)

where

RI = kIY
M1

R (1 − ρ/ρ0)M2 (19)

and RG = kGY N1
R (1 − YR)N2 (ρ/ρ0)N3 . (20)

Here, RI and RG are ignition and growth terms, respectively, ρ0 is the initial unreacted density of
the explosive, and M1, M2, N1, N2, and N3 are constants. As is typical in the ignition and growth
literature, these terms are functions of the reactant mass fraction YR and mixture density ρ [9].
Previous work in calibrating explosives at the macroscale to experimental data yield M1 = N1 =
N2 = 1, M2 = 4, and N3 = 2 [24]. The values used for kI and kG are tuned to drive the reaction
zone thickness of the detonation wave to experimental data. The reaction zone begins at the shock
wave front that incites the chemical reaction and ends at the position where reactants have been
depleted. It is in this region that large amounts of energy are released into the flow. The thickness
of this region has profound effects on the detonation speed, minimum size of the explosive, and
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FIG. 4. The steady, 1D ZND reaction zone structure of Fig. 3(b) is plotted with respect to the shock front
(x = 0, λ = 1 − YR = 0), and terminates where the reaction has ceased (CJ point, λ = 1, YR = 0). The reaction
model is given by Eqs. (18)–(20). The predicted detonation velocity was 8.80 km/s.

input pressure required to support or initiate a detonation [25]. The current one-dimensional model
assumes the explosive material to be homogeneous, and the reaction rate model will not affect the
steady-state detonation speed or detonation pressure. In this formulation, the reaction rate model
will only influence the formation of the detonation wave from the initial hot spot, and the flow
variation through the reaction zone. Parameter sets resulting in physically reasonable reaction zone
thicknesses have a small effect on the macroscale post-detonation flow, relative to the influence of
the EOS parameters. Therefore, the uncertainties in the reaction rate parameters are not considered
in this work. The exact values for kI and kG used in this work are 5.00 × 109 s−1 and 5.00 × 107 s−1,
respectively, resulting in a reaction zone thickness of ∼0.2 mm. With the cell spacing at 5 μm,
approximately 40 grid points are used to resolve the reaction zone. Increasing the simulation
resolution led to only minor changes in the sharpness of the leading edge of the reaction zone.
Thus, grid convergence for simulating the detonation was established as 5 μm, and agrees with the
current literature [8].

The detonation simulations are performed using a finite-volume framework with the governing
equations advanced in time using the third-order Runge-Kutta method. Flux computation uses the
HLLC approximate Riemann solver. Further technical details on the detonation modeling method-
ology may be found in [24]. The simulation density, velocity, and pressure profiles at initialization
and complete detonation are shown in Fig. 3. In Fig. 3(b) the detonation wave has propagated from
the material interface, initially located at x = 0, into the high density, reactive material, initially at
x > 0. The position of the expanding detonation products is shown by mass fraction on the right
side axes. The steady detonation Zel’dovich-Neumann-Döring (ZND) structure is observed. This
structure is composed of a “von Neumann spike” of compressed, unreacted material leading the
detonation wave immediately followed by the reaction zone; see Fig. 4. The point in the flow where
reaction has completed and flow gradients begin to decrease is the CJ point. It is within this reaction
zone that energy is released to drive and sustain the detonation.

Following the simulations of the detonation, the resulting one-dimensional solution profiles of
density, velocity, and pressure [see Fig. 3(b)] are interpolated onto the grid for the simulation of the
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FIG. 5. High speed experimental images of the explosive event captured with the SIMACON camera
(exposure time 0.3 μs). The frames are in chronological order from (a) to (o) and equally spaced in time, with
frame (a) at texp = 12 μs with �t = 1.5 μs. The visibility of the transverse shock is best in images (f)–(i), seen
propagating toward the top and bottom of the frames. Optically opaque explosive products display a leading
point near the center of the frames.

experiment (see Fig. 2). The initialization in the post-detonation simulations does not include the
rearward traveling air shock from the detonation simulation. The explosive products are initialized
in the second simulation such that they begin at the farthest location that the explosive products
expanded away from the detonation wave and end at the leading edge of the reaction front.

3. Outflow boundary condition

As stated in Sec. III, the boundaries of the computational domain are chosen such that the
maximum distances included in the experimental data are contained. This also defines the time over
which the governing equations are integrated in the simulations. Over this duration, the outgoing
blast wave and contact discontinuity reach the outer boundaries of the computational domain. As we
do not want any nonphysical reflections of these outgoing waves, the characteristics-based approach
for outflow boundary conditions developed by Thompson [26] and later by Poinsot and Lele [27]
is employed at all outflow boundaries. This allows flow discontinuities to pass through the outflow
boundaries without spurious reflections.

V. RESULTS

In this section, the transverse shock propagation results of the simulations are compared with
experimental data. Uncertainties in parameters of the equation of state and detonation model are
shown to have strong influence on the prediction of the shock trajectory, and are calibrated to the
experimental data using uncertainty quantification methods (Sec. V C). High speed photographs
taken during the experiments (see Figs. 5 and 6) provide a detailed view of defining features of the
explosive flow as it rapidly evolves; see Sec. II for imaging details. Careful analysis of these images
enabled the transverse shock to be tracked and defined as a function of time.
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FIG. 6. Frame (i) of Fig. 5 is shown at a larger scale, with white arrows labeling the transverse shock. The
white dashed line indicates the axis along which the transverse shock is tracked (x = 44.45 mm), and the black
dashed line is the centerline of the explosive assembly. The image processing results of the transverse shock
position are provided in Table III.

A. Grid resolution study

The extreme energy content and sharp gradients observed in the post-detonation explosive
profiles necessitate a high degree of resolution to obtain a converged flow solution. We require
highly resolved initial condition profiles of the post-detonation pressure, density, velocity, and
thermal states of the detonation product to be well captured in the simulation for the resulting flow
solution to be independent of the grid spacing. A grid-resolution study was performed to monitor
the trajectory of the primary shock along the centerline as the grid spacing is varied in the simulation
with the initial condition held constant. The test employs the post-detonation explosive profile with
maximum energy for the initial condition at grid spacings of 200 μm, 100 μm, 50 μm, and 25 μm.
The grid-independent initial condition is obtained by interpolating the highly resolved explosive
profile to the lowest resolution grid, and the resulting interpolated profile is used as the initial
condition for all grid sizes. The peak values of pressure, density, and velocity are positioned at
the cell center whose face is located nearest to the experimental end location of the explosive to
ensure consistent maximum values between grids. The steep gradients in flow properties leading to
ambient conditions on either end of the explosive region are included in the interpolations of the
initial condition to the finer grids. This is done in order to preserve the initial condition to be the
same across all the grids simulated and prevent a sharpening of the driving flow gradients between
the explosive region and the ambient conditions as the grid spacing is reduced. The results of the
study are shown in Fig. 7. The position of the primary shock at a given instant is nearly the same
between the simulations of 25 μm and 50 μm, while the differences are significant for grids of
larger grid spacing. From these results, the grid spacing at which solution convergence is observed
is 50 μm.

B. Transverse shock

The transverse shock refers to the portion of the primary shock that immediately turns the
corner of the barrel as it propagates outward. This metric was used due to its clear visibility in the
experimental images, and is easily distinguished from the explosive products in this radial direction.
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(a)
(b)

FIG. 7. Grid resolution study results. (a) Shown are the trajectories of the primary shock along the
centerline, where the legend denotes the grid spacing used in each simulation. (b) Shown are the RMS errors
(red circles) of shock position computed against the most resolved grid. The line of best fit is also provided.
(a) Simulation shock trajectories along the centerline; (b) RMS errors with respect to the 25-μm case.

The experimental transverse shock trajectory was extracted along a line tangent to the face of the
barrel, and its position at each time was defined as the average of the shock locations above and
below the centerline (images provided a side view of the explosive event). The uncertainty in timing
for the shock position was given by the exposure time of the frames, 0.3 μs. The uncertainty in the
position of the shock was derived through a careful analysis of the barrel size during the explosive
event, and was propagated through the processing of the images when extracting the shock position.
The shock in the simulations was tracked along the same line tangent to the barrel face and its
location was defined as the position where the pressure first rose to 10% above the ambient air
pressure (see Fig. 8). It is noted that there is some uncertainty associated with the shock position
in the simulations. The shockwave is represented by a smooth increase in flow variables that spans
a few grid cells, rather than a perfect, step-function discontinuity. This uncertainty in simulation
shock position is small relative to both the distance over which it is tracked, and the variation in its
position due to JWL parameter uncertainties, and is not considered in this work.

Comparisons were made between simulations and experiments after time-shifting each simula-
tion such that the position of the simulated transverse shock falls exactly on the first experimental
data point. In this regard, the comparison between simulation and experiment may be understood
as comparing the propagation speed of the transverse shock, imposing the assumption that the two
originated from the same position and time. This was done to eliminate the uncertainties associated
with detonator function time, shock-to-detonation transition, and reaction rate of the high explosive
material. The experimental data points for the transverse shock position are given in Table III.

FIG. 8. Simulation pressure contour shown at three intermediate times. The position of the transverse shock
is defined along the vertical dashed line at x = 44.45 mm.

123201-13



JOSHUA GARNO et al.

TABLE III. Experimental data points of the transverse shock position over time. The data points are defined
along the white dashed line shown in Fig. 6 at x = 44.45 mm. The uncertainty in position for each data point
are given by er . The uncertainty in time for each data point et is ±0.15 μs.

t (μs) r (mm) er (mm)

13.5 10.13 1.41
15.0 13.59 1.77
16.5 18.28 2.58
18.0 19.31 0.29
21.0 26.96 2.01
22.5 29.61 0.62
24.0 30.32 1.06
25.5 32.97 0.92
27.0 33.96 0.19
28.5 39.17 0.94
33.0 43.12 0.99
34.5 45.20 0.99

C. Explosive model calibration

The JWL parameters provided in Table I, namely A, B, ω, R1, and R2, are specific to the high
explosive material composed of 95% HMX with 5% Viton-A by weight. These parameters are
determined from curve fits to data obtained from cylinder test experiments that burn this specific
explosive material. Accurately characterizing these energetic materials is not an easy task, and the
data from these tests contain inherent uncertainties arising from measurement uncertainty, material
defects, and other sources. Uncertainties in the data used to fit the JWL parameters results in
uncertainties being introduced into the parameters themselves. Experimental density measurements
of the explosive pellets gives the uncertainty in the initial density ρ0 [10]. Lastly, modeling the
reacting material involves a heat release quantity Q (see Sec. IV B 2), also determined from curve
fits to dated and uncertain experimental data. In this work, the uncertainties of these uncertain
parameters are considered and leveraged to reduce the error in the flow prediction. As this work
is motivated by the interest to validate the particle force model for this flow regime, the simulation
flow prediction must be in agreement with that seen in experiments. The uncertainty in each of
the seven model parameters are carefully considered to permit a calibration of the parameters to
experimental flow data, reducing the uncertainty in the prediction of the gas flow. For the model
parameter calibration to experimental data, the transverse shock location is used as the metric due
to its visibility in the experimental images, as stated in Sec. V B. Table IV summarizes the selected
seven parameters and their uncertainties represented by range, along with the lower and upper
bounds of the parameters. The range is defined as (max-min)/mean. In the calibration procedure,
each one of the seven parameters is modeled as random variables that may take any value within the

TABLE IV. Uncertain model parameters with associated values and uncertainties.

Model Detonation JWL EOS

Parameter ρ0 (kg/m3) Q (MJ/kg) A (GPa) B (GPa) ω R1 R2

Mean [21] 1796* 5.60 880.2 17.437 0.30 4.6 1.2
Range 0.94%* 30% 10% 10% 20% 20% 20%
Min. 1787 4.76 836.2 16.564 0.27 4.14 1.08
Max 1804 6.44 924.2 18.303 0.33 5.06 1.32

*Experimental measurement of [10].
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given range. The parameter uncertainty ranges were estimated by examining the literature values of
the parameters for similar, HMX-based explosives.

Due to the computational cost of the simulations, it is necessary to filter out less influential
parameters for the calibration. Such a process is called variable screening, and global sensitivity
analysis (GSA) is utilized in this paper for that purpose [28–30]. The basic idea is that if a variation
of a parameter does not cause a significant variation in the shock location, the parameter is not
important and can be considered fixed. GSA measures individual parameters contributions to the
variation of the shock location. Based on the GSA results, a reduced parameter set was obtained and
calibration was carried out for the dominant variables.

1. Global sensitivity analysis

For the GSA, each of the seven parameters presented in Table IV is modeled as uniformly dis-
tributed random variables. GSA ranks the random input variables by comparing their contributions
to the variance of the output. It is used to determine the most influential variables when the variable
space dimension is high. GSA decomposes a function as a linear combination of subfunctions of
increasing dimensions as

g(x) = h0 +
n∑

i=1

hi(xi ) +
n∑

i=1

n∑
j=i+1

hi j (xi, x j ) + ... + h12..n(x1, x2, ..., xn), (21)

where n is the dimension of input variables and h0 is a constant. The subscripts denote the variables
corresponding to the subfunction. For example, h12 is a function of x1 and x2. The subfunctions are
decomposed in such a way that the inner products of two subfunctions vanish. That is,∫

�x

fx(x)hi1,...,is (xi1 , ..., xis )h j1,..., js (x j1 , ..., x js )dx = 0, i1, ..., is �= j1, ..., js, (22)

where fx(x) is the joint probability density function (PDF) of input variables. In the case of the
uniformly distributed PDF, the subfunctions become the Legendre polynomials.

The main advantage of the decomposition in Eq. (21) is that the variance of the original function
g(x) can be also decomposed as the sum of the variance of the subfunctions as

V [g(x)] =
n∑

i=1

V [hi] +
n∑

i=1

n∑
j=i+1

V [hi j] + ... + V [h12..n]. (23)

The variance of a subfunction in Eq. (23) is calculated by definition as

V [h(x)] =
∫

�x

[h(x) − E (h(x))]2 fx(x)dx, (24)

where E (·) denotes the expected value of a function, and h(x) represents the subfunction under
consideration.

Equation (23) may be used to define a sensitivity index that shows the contribution of each
variable to the output variance. This sensitivity index is given as

Si j..r = V [hi j..r]

V [g(x)]
. (25)

A sensitivity index corresponding to a single variable V [hi] is called the main sensitivity index. If
the index corresponds to two or more variables, it is the interaction sensitivity index. In this paper,
the main sensitivity index was used to determine the important variables.

To perform the GSA, 66 Latin hypercube samples (LHS) of (A, B, ω, R1, R2, ρ0, Q) were
obtained to construct a surrogate model based on the simulation output quantity of interest, the
transverse shock trajectory. In general, it is recommended that the number of samples is about twice
that of unknown coefficients in linear regression. For seven variables, if quadratic polynomials are
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(a)

(b)

FIG. 9. Simulation transverse shock trajectories and corresponding GSA results. (a) Simulation transverse
shock trajectories, 66 LHS samples over seven variables: A, B, ω, R1, R2, ρ0, Q; (b) GSA results. The main
sensitivity index of each uncertain variable is shown over time. The variables Q and R1 are observed to be
dominant in affecting the quantity of interest.

used, there are 36 unknown coefficients. Therefore, 66 samples is a reasonable number. However, the
purpose of GSA is not estimating the quantity of interest (QOI) accurately but identifying significant
variables. For that purpose, 66 LHS samples is acceptable. Figure 9(a) shows the trajectories of the
66 simulated transverse shocks corresponding to the sampled input parameters. GSA requires a
substantial number of simulations for accurate calculation. Due to the limitation on computational
resources, a surrogate model is used to predict the transverse shock location as a function of seven
parameters based on a finite number of simulations. For this task, the chosen surrogate model was
a Kriging model. A Gaussian process, Kriging assumes that the functional response follows a joint
normal distribution correlated by a radial basis function [31,32]. The Kriging prediction comprises
a trend function and a systematic departure as

fKRG(x) = b(x)T β + Z (x), (26)

where in this work b(x) is a polynomial basis function vector, β is the coefficient vector, and
Z (x) ∼ N (0, σ 2(x)). Because the transverse shock location changes over time, a Kriging model
is constructed for each time increment. Figure 9(b) shows the GSA results. The main sensitivity
index reveals that the heat release Q and a model constant associated with pressure decay in the
JWL EOS R1 are the most important parameters affecting the simulation output QOI.

The response of the simulation shock propagation in the axial direction was also monitored. The
position of the shock was defined along the centerline of the simulation domain, using the same data
extraction method as for the transverse shock; see Sec. V B. The simulation axial shock trajectories
for the 66 LHS samples, and corresponding GSA result, are presented in Fig. 10. In Fig. 10(a), the
shock trajectories are plotted in the frame of the simulation domain, where the axial shock originates
from the end of the detonated explosive at (t = 0, x = 43.45 mm). From the GSA, it is shown that
the same parameters most strongly influencing the transverse shock propagation also dominate the
shock propagation in the axial direction.

2. Parameter calibration

Based on the GSA results, another 37 samples of (Q, R1) were generated. In these samples, all
other five parameters (A, B, ω, R2, ρ0) remained fixed at their mean values. For two variables, there
are six unknown coefficients, so 37 samples is sufficient for calibration. In this case, more samples
than necessary were used in order to increase the prediction accuracy. The sample locations are
shown in Fig. 11(a) and corresponding transverse shock trajectories in Fig. 11(b), plotted with the
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(a)

(b)

FIG. 10. Simulation shock trajectories along the centerline and corresponding GSA results. (a) Simulation
shock trajectories along the centerline, 66 LHS samples over seven variables: A, B, ω, R1, R2, ρ0, Q; (b) GSA
results corresponding to simulation output shown in Fig. 10(a) (left). The main sensitivity index of each
uncertain variable is shown over time. The variables Q and R1 are observed to be dominant in affecting the
simulation axial shock position; (a) simulation shock trajectories along the centerline, 66 LHS samples over
seven variables: A, B, ω, R1, R2, ρ0, Q.

experimental data. It is noted that the simulation shock trajectories envelope the experimental data
points, so that any extrapolation is avoided. Using the time-shifted simulation results (see Sec. V B)
from these 37 runs, a polynomial response surface (PRS) was constructed for calibration. The PRS
was chosen for this task as it requires fewer samples than Kriging to obtain an accurate prediction.
The samples for the response surface are evenly spaced in time, every 3 μs, from 13.5 μs, the time
of the first experimental data point, to 35 μs, that of the last experimental data point. The basis
function for the PRS is the following,

fPRS(Q, R1, t ) = c1 + c2Q + c3R1 + c4Q2 + c5QR1 + c6R2
1

+ c7log(t ) + (c8 + c9Q + c10R1)t + e. (27)

(a)
(b)

FIG. 11. Sample locations and simulation transverse shock trajectories for 37 samples of Q − R1; (a) sim-
ulation transverse shock trajectories for the 37 samples of Q − R1, along with the experimental data points of
Table III.
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TABLE V. Coefficients of PRS.

Coefficient c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

Value 1.53 −0.26 −0.35 0.04 0.07 0.09 0.82 0.06 0.05 −0.01

For Q and R1, quadratic basis functions are applied, whereas logarithmic and linear basis functions
are used for t . The interaction terms Qt and R1t are added to account for any overlapping behavior
of the shock positions that might occur over time. The selection of the basis functions is heuristic.
However, it represents the behavior of the shock position well. Before finding the coefficients in
Eq. (27), the parameters, Q, R1, and t , were normalized to compare the relative effect of each
polynomial basis function. For the normalization, the following equation is used:

xN = x − xL

xU − xL
+ 1. (28)

Note that Eq. (28) normalizes a parameter remaining between 1 and 2 to avoid zero, because of
the logarithmic basis function. The upper and lower bounds of each variable being normalized,
denoted by xU and xL, respectively, are given in Table IV. The coefficients for the PRS are found by
minimizing the root-mean-square error between the PRS and the simulation transverse shock data.
Table V shows the coefficients found using the PRS with the normalized parameters. To validate
the PRS model R2 noise and prediction residual error sum of squares (PRESS) are provided: R2 of
the PRS is 0.9815, the noise is 0.00175, and the PRESS is 1.62 mm. For the parameter calibration,
the root-mean-squared error (RMSE) is used, given by

eRMS(Q, R1) =
√√√√ 1

nexp,t

nexp,t∑
i=1

(yi,exp − yPRS(Q, R1; ti ))2. (29)

Here, yi,exp is the experimental data point of the transverse shock location at time ti, where
i = 1, 2, 3..., nexp,t . Also, yPRS(Q, R1 : ti ) is the PRS transverse shock location prediction at the same
time ti for a given (Q, R1). The optimum set of parameters is the one that minimizes the RMSE of
Eq. (29). Figure 12 displays the contour of the RMS error in the domain of Q and R1, using the PRS
with the mean experimental data. The optimum point in Eq. (29) was found at (Q, R1) = (6.32, 5.42).
The simulation transverse shock trajectory using (Q, R1) for this optimum point is compared with

FIG. 12. Root-mean-square error contour using 37 samples in Q − R1 space. Errors were computed with
respect to the mean experimental data.

123201-18



CALIBRATION OF REACTIVE BURN AND …

FIG. 13. The transverse shock velocity, associated with the data in Fig. 11(b), is shown. The uncertainty in
the experimental transverse shock velocity was obtained by propagating the uncertainties in the shock position
and time. Additionally, the transverse shock for the nominal set of uncertain model parameters is shown.

the experimental data in Fig. 11(b), labeled “Calibration.” The velocity of the transverse shock,
associated with the simulation and experimental shock position data in Fig. 11(b) is shown in
Fig. 13. The velocity at time tk is estimated as the second-order, central difference approximation
of the first derivative of position with time. The experimental shock velocity is assigned error bars
at each time, which are the result of the propagation of the position and time uncertainties of the
shock position data. The derived, experimental shock velocity contains considerable fluctuations
and uncertainty, so a calibration based on this quantity was not performed.

3. Physical interpretation

The discrepancy between the optimum point, (Q, R1) = (6.32, 5.42), and the values of the
literature (see Table IV) may be attributed to a combination of multiple factors. A readily apparent
cause for some discrepancy is shot-to-shot variability, explained in Sec. I, but this may not account
for the total difference. The forensic uncertainty quantification, detailed in [10], revealed that there
was deformation of the steel explosive confiner in the experiments. This solid deformation, driven
by the high pressure of detonation, acts to remove energy from the flow. As the steel barrel expands,
the volume of the contained fluid increases and the pressure decays. The R1 parameter in the JWL
EOS controls the rate of pressure decay with volume. Therefore, the increased, calibrated value for
R1 is likely compensating for the influence of the barrel deformation on the resulting flow, where
simulations model the barrel as a rigid boundary. In this sense, the calibrated R1 value serves to
increase the pressure decay rate as the fluid expands outside of the barrel, where the fluid pressure
has begun to decay earlier in the experiment due to barrel deformation. The accompanying increase
in Q serves to maintain the detonation pressure prior to the fluid expansion, as increases in R1 lead
to considerable pressure decrements for fixed values of (ρ, e).

In the JWL EOS model [Eq. (7a)], the R1 term determines the hydrodynamic response in
regions where the fluid volume v is on the order of the unreacted volume v0. Here, in flow
regions near the transverse shock, the fluid volume is much greater than that of the unreacted
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(a)
(b)

FIG. 14. Calibration process considering the measurement uncertainty. (a) Calibrated parameters for dif-
ferent sets of measurement samples; (b) PRS prediction with 95% confidence interval.

material, ρ0/ρ = v/v0 ∼ O(103). At the conditions near the transverse shock, the EOS model of
Sec. IV B 1 will predict a behavior tending toward that of an ideal gas, and the R1 term will not be
particularly active locally. However, the shock is driven by an extreme flow of detonation products
emanating from within the barrel. Inside the barrel, the fluid volume is such that the R1 term will still
significantly influence the pressure decay, and resulting fluid acceleration, of the driving detonation
product “reservoir.”

4. Influence of measurement uncertainty

The measurement uncertainty affects the calibration process as well. Assuming the measurement
uncertainties follow a uniform distribution, 1000 Monte Carlo simulation (MCS) samples of mea-
surement data are generated to repeat the calibration process. Figure 14(a) shows the calibrated
parameters using the MCS samples. Notice that the calibrated parameters form a curve in the
domain, rather than a point. This means that the combination of the two parameters along the curve
can result in similar shock propagation. This is the traditional example of nonunique identification of
system parameters. It is interesting to note the strong relationship between the heat release parameter
Q, and the JWL model parameter R1, with regard to shock propagation. The physical interpretation
of such a relationship remains a topic of future research. Lastly, the transverse shock predictions
using PRS model is plotted in Fig. 14(b). The blue shaded area represents the 95% confidence
interval of the PRS prediction due to the measurement uncertainty. Considering the measurement
uncertainty in the calibration of parameters resulted in only small variations in the transverse shock
prediction. Figure 15 displays the calibrated simulation, corresponding to the mean prediction of
PRS in Fig. 14(b), along with the simulation before calibration. For the purposes of this work, the
calibration using the mean experimental data is sufficient (see Fig. 12 ).

VI. CONCLUSION AND FUTURE WORK

This work investigates the prediction of a detonation-driven flow using the Jones-Wilkins-Lee
(JWL) equation of state (EOS) to model the detonation products. Explosive experiments pose a chal-
lenge to computational researchers due to the range of associated physical modeling considerations,
detailed in the Introduction. In response, scientific studies of detonation events often use simple
models, where appropriate, to manage the complexity of the problem and steer the focus toward
the physics of interest. Here, we examine the extreme flow that is the result of an explosive test
consisting of three cylindrical, high-explosive pellets being detonated from within an open-ended
steel bore. As the current aim is to reduce the simulation prediction error in the transverse shock
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FIG. 15. Simulation transverse shock trajectories before and after calibration are shown, along with
experimental data.

position, less emphasis is placed on modeling the complex detonation processes and more attention
is given to the modeling of the detonation products and experimental geometry at the macroscale.
Accordingly, a reactive-burn formulation is employed to simulate the detonation of homogeneous
high-explosive material confined by a rigid outer casing. It is shown that the JWL parameters may
be meticulously adjusted to reduce the prediction error in the shock position. Global sensitivity
analysis (GSA) is employed to reveal the JWL parameters to which the transverse shock propagation
is most sensitive. With GSA yielding two dominant parameters, a polynomial response surface
is constructed that allows the optimum set of parameters to be determined. The prediction of the
transverse shock following the parameter calibration agrees well with experimental data, where the
RMSE is found to be 0.97 mm.

This investigation serves as a prerequisite study for a particle force model analysis in the
detonation regime. Point-particle force models rely on flow properties at the particle location to
predict the force on the particle due to the continuous phase fluid flow. Significant effort has been
performed by past investigators examining the simplifying case of a single particle subjected to a
modest shock, where the Maxey-Riley-Gatignol (MRG) force model extended for compressible
flows, has been shown to perform well [33,34]. Now it is of interest to consider the force on
a particle during the interaction with a stronger shock followed by a dense, explosive products
contact interface, which is the result of the detonation of a high explosive material. Large-scale
simulations of the explosive dispersal of particles often rely on point-particle models to manage
the computational size of the problem, though the validity of the particle drag model in this regime
has not been well studied. The accurate prediction of the shock propagation presented in this work
provides confidence in the prediction of the post-shock gas flow, where typical flow measurements
are unavailable. Particle trajectory data obtained from the same experiment may then be used to
examine the predictive capability and sensitivity of the particle force model components in these
extreme conditions.
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APPENDIX: LEAST-SQUARES METHOD

The least-squares method is used in this work for the construction of the polynomial response
surface (PRS) based on simulation results, and again for the parameter calibration which minimizes
the error between the experimental data and the PRS. A simple description of the method is given
below.

Let yk denote a measurement of some data at time index k, and let zk be a corresponding
simulation output at the same time tk . The measured data and simulation output may be related
by

yk = zk + εk, (A1)

where εk is the error between the measurement and simulation. In general, the error can represent
measurement error and error in simulation output. For simplicity, let us assume that the error is only
due to measurement error and is randomly distributed with the mean error equal to zero, and that
the simulation output contains no error. Let the simulation model z(t ; θ ) be a linear function of the
input variable t as

z(t ; θ ) = θ1 + θ2t, (A2)

where θ = {θ1θ2}T . (A3)

Here, θ is a vector of unknown parameters to be fit to the measurement data. The notation z(t ; θ ) is
used to state that simulation takes the input variable t and depends on the parameter vector θ .

Let there be ny data points of measurement data, such that the data may be represented by
(yk, tk ), where k = 1, 2, 3, ..., ny. In vector form, the measurement data may be written as y =
(y1, y2, y3, ..., yny )T . In the same way, the simulation model for ny data points can be written as

z =

⎡
⎢⎢⎢⎢⎣

z1

z2

...

zny

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 t1

1 t2
...

...

1 tny

⎤
⎥⎥⎥⎥⎦

{
θ1

θ2

}
= Xθ, (A4)

where X is known as the design matrix.
The vectors of measured data and simulation output may be used to define a vector of errors as

e = {ε1, ε2, ..., εny}T = y − z. The sum of squared errors may be obtained as

SSE = eT e = [y − z]T [y − z] = [y − Xθ ]T [y − Xθ ]. (A5)

The minimum of the above may be obtained my finding the location where d (SSE )/dθ = 0. This
operation is given by

d (SSE )

dθ
= 2

[
de
dθ

]T

e = 2X T [y − Xθ ] = 0. (A6)

Solving the above for θ yields

θ̂ = [XT X ]−1[X T y]. (A7)

The solution θ̂ provides the simulation model with the parameters that result in the least-square error
with respect to the given measurement data. This process is called least-squares method, or linear
regression. Generalizing the above process, one may let y be a ny × 1 vector of measurement data,
θ be a np × 1 vector of parameters for the simulation model, with resulting design matrix X having
dimensions of ny × np.
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