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ABSTRACT Many existing studies have investigated component-level Prognostics and Health Manage-
ment (PHM) problems. In the real field, the PHM for the system is more important, which deals with the
exploration of the system health derived from components degradations, from which the decision can be
made to which components to repair. While there have been few recent studies in this direction, no studies
are found that have investigated this issue from the systems perspective. Motivated by this, appropriate
architecture for the system-level PHM is proposed for the physics-based and data-driven approaches. The
architecture is demonstrated using a direct current (DC) motor system, which addresses the system health
by the degradation of two components: bearing and permanent magnet. Due to the lack of real field data,
simulation data are made using the motor dynamic equation. The two approaches are compared from the
perspective of model construction and required information. In conclusion, the proposed architecture enables
the estimation of components and system health, as well as the prediction of their remaining useful life.
Furthermore, a what-if study allows us to investigate how long the system can be operated by repairing each
component, from which the optimum maintenance plan can be made.

INDEX TERMS Architectures, system-level prognostics, physics-based approach, data-driven approach,
remaining useful life (RUL), DC motor system.

I. INTRODUCTION
In the industry, prediction of upcoming failure or remaining
useful life (RUL) brings a lot of advantages, such as economic
benefits and safe system operation. For this reason, numer-
ous researches have been made for Prognostics and Health
Management (PHM) not only by the academic researchers
but also the industrial engineers, and there are many review
papers for numerous topics under various perspectives (see,
e.g., [1], [2]). Up to date, however, most of the existing
approaches have focused on the component-level PHM, such
as the bearing [3]–[7], battery [8], [9], and gear [10]–[13].

In practice, an engineering system consists of multiple
components, and they are designed to perform a specific
function, which we call the system performance. Since the
components within the system interact with each other, their

The associate editor coordinating the review of this manuscript and

approving it for publication was Chong Leong Gan .

degradations may often affect the system’s performance in a
complex manner. In other words, various outputs from differ-
ent components contribute as inputs for a system model that
calculates the performance of the target system. Depending
on the existence of the physical model, system performance
can be defined by a physical parameter reflecting the health
condition of the system, virtual health index obtained from
machine learning algorithm, or system failure probability of
multiple components. In this sense, the major challenge of
the system-level PHM, as opposed to the component-level,
is to understand the inter-relation between the system and
components. Once configured properly, the next steps may
be (1) exploration of the system health due to the components
degradations, (2) inference of health of the components and
system performances, and (3) prediction of the components
life against the system failure threshold.

Due to its complexity, much fewer studies have been made
in the literature for the system-level PHM. Similar to the

157960 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0003-1205-7736
https://orcid.org/0000-0002-1709-4491
https://orcid.org/0000-0002-2951-1192


S. Kim et al.: Study Toward Appropriate Architecture of System-Level Prognostics: Physics-Based and Data-Driven Approaches

component PHM, the system PHM can be grouped into
physics-based and data-driven approaches. Physics-based
approaches utilize the system dynamic model that iden-
tifies the relationship between components and system.
Daigle et al. [14] proposed a model decomposition approach
to reduce the computational expense occurring in physics-
based prognostics. They have decomposed the system model
into a set of local sub-models suitable for prognostics, which
is computationally independent. As a result, the system RUL
was determined by the minimum life of the decomposed
models. Daigle and Goebel [15] have predicted system RUL
by employing the particle filter (PF) algorithm to estimate
the joint state parameters whenmultiple damage progressions
exist. Vasan et al. [16] suggested that the system should be
decomposed into multiple critical parts and exploit parame-
ters specific to the system to predict the RUL. Although the
above-mentioned researches have shown successful prognos-
tic performance, system RUL is simply determined by the
minimum RUL of the individual components.

Considering that the system performance is characterized
by the combined effects of components, the system RUL
should be determined based on the system health itself
and the components RUL should be decided dependent on
this. For this purpose, Khorasgani et al. [17] proposed two-
step processes, the estimation and prediction: (1) system
state variables and degradation parameters of the system
model are estimated by the PF, and (2) stochastic simulation
and inverse-FORM are used to predict the system RUL.
More recently, Tamssaouet et al. [18], [19] have proposed
system-level prognostics using an inoperability input-output
model (IIM) to account for the interactions between their
components, which is originated from the economic flows
analysis. However, it is highly difficult to develop such a
system model, whether it is physics-based or economic-
based, which requires a comprehensive understanding of the
system.

To overcome this limitation, data-driven approaches have
been employed, which may fall into two main streams. The
first is the direct RUL method, which aims to train artifi-
cial intelligence (AI) algorithm, mapping the measured data
into the RUL of the target system. For this purpose, the
turbofan engine degradation simulation data set made by
Commercial Modular Aero-Propulsion System Simulation
(CMAPSS) code has been used in many references. Several
algorithms have been applied to predict the RUL of aircraft
engines using the data, such as the multi-layer perceptron
(MLP) [20], [21], convolutional neural network (CNN) [22],
recurrent neural network (RNN) [23], and long short-term
memory (LSTM) [24]–[26]. The second method is to pre-
dict the virtually defined system performance that degrades
from 0 (at the early stage) to 1 (close to the end-of-life).
As the system performance is defined by a single health
parameter, relevant algorithms have been used to predict
the RUL, such as the particle filter [27], similarity-based
method [28], [29], and ensemble approach [30]. Although the
data-driven approaches do not require the physical model,

there are two challenges to discuss: First, it usually suffers
from the lack of run-to-fail data to train the model. Despite
some remedial efforts to overcome this, it remains the biggest
obstacle in this approach [31]–[33]. The second, which is
more important, is that many data-driven approaches treat the
system as a black box, which is no longer the system-level
approach since it does not provide any information for the
degradation and RUL of individual components. As a result,
the system is treated simply as another version of a large-
scale component. Under this approach, one can only replace
the whole system when failure is imminent, which is of only
marginal value. In order to achieve a proper system-level
PHM, the algorithm should be able to perform the diagnosis
and prognosis for the components and system simultaneously.

Figure. 1 illustrates an ideal concept of system-level PHM
to be pursued in this paper. First, operation and sensors sig-
nals are acquired over the cycles of operation, which are used
to construct a digital system for the PHMvia physics-based or
data-driven approaches. Then the constructed system is used
to assess the current health state of the system as well as the
components and to predict their RULs. It is important that the
RULs of the components should be determined conditional on
the RUL of the system. Once the RULs are obtained, they are
applied to the maintenance plan. For example in the figure,
the current health of the three components are 40, 20 and 60%
against their thresholds, whereas the RULs are 10, 40 and
20 cycles, respectively. Note that although component 3 is the
most degraded, it has a longer RUL than component 1 due to
its slower degradation rate. As a result, component 1 should
be replaced after 10 cycles since it is the earliest threat to
system failure. After the maintenance, however, the system
health is not restored to the complete normal since the others
are still in degraded conditions.

In our opinion, this is the ideal solution that meets the
original goal of the system PHM. In order to implement
this in reality, different information are needed depending
on the approaches. A physics-based approach requires the
system dynamics describing the behavior or interconnection
between the system and components. A data-driven approach
requires the maintenance data which have recorded compo-
nents degradations and corresponding system performance
over cycles until failure. Therefore, each approach has its
own strengths and weaknesses. To the author’s knowledge,
no literature has addressed the system PHM in this perspec-
tive. Motivated by this, this paper proposes an appropriate
architecture for conducting the physics-based and data-driven
system PHMs and analyzing their pros and cons. Unfortu-
nately, it is difficult to find the real data for the system and
components that meet this purpose. Instead, a DC motor
system is employed to illustrate the concept and methods,
in which two components, a bearing and a permanent magnet,
deteriorate the system performance, which is given as the
output torque in this study. Simulations are carried out using
the motor dynamic equations, in which the components are
artificially degraded over cycles, and virtual measurements
are made accordingly.
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FIGURE 1. System-level prognostics and health management.

II. METHODOLOGY
A. PHYSICS-BASED APPROACH WITH SYSTEM DYNAMIC
MODEL
The physics-based approach employs a physical model for
the purpose of fault diagnosis and prognosis. Fig. 2 describes
the proposed architecture of the physics-based approach,
which consists of two phases: construction of the system
dynamics model on the left and PHM implementation on the
right.

In the model construction, the system model is developed
via suitable simulation tools or algorithms such as Simulink,
lumped parameters, Bond graph, etc. During the model con-
struction, a group of parameters is identified, where inputs are
the operation parameter u and health parameter h of critical
components affecting the system degradation. Outputs are the
state variable x, system performance S and measurement z
to estimate the current health state of the system and com-
ponents. Three models are established, which are the state
model for x usually given by a recursive form in the time
domain, the measurement model relating the state with the
measurement, and the performance model of the system.
These three models are defined as

ẋ = f (x, h, u) (1)

z = g(x, h) (2)

S = sys(x) (3)

The PHM implementation phase consists of two parts:
online estimation and diagnosis in the upper-right fig-
ure and offline training and prognosis in the lower-right
figure. In online estimation, the state x in a single cycle is
estimated for the input operation parameter u, from which
the system performance S is evaluated by the performance
model. Depending on the availability of health parameter h,
the online estimation phase comprises of two stages. In the
first stage named estimation stage, h and x are estimated as
an unknown using the measured data z. Unknown parameters
are priorly estimated by the state model and updated by the
measurement model. In the prediction stage, h is known as
a priori while there are no measurements. In this case, h is
input to predict the state x only. In both stages, the system
performance is computed using the obtained state x. If the

measurement z is obtained in every cycle, the cumulated
health parameters h0:k, from the beginning to the current
cycle k , can be estimated at the estimation stage. Then they
are transferred to off-line training and prognosis. In order
to describe the degradation trend more efficiently, the health
parameters are usually fitted either by a physical model or an
empirical model:

hcyc = d (t, θ |h0:k) (4)

where hcyc denotes the health parameters as a function of
cycles, d is its mathematical model, θ is the model parame-
ters, and t is the cycle. Once the model is fitted by h0:k up
to the current cycle, it can be extrapolated to predict h in
the future. The predicted h is transferred to the prediction
stage, from which the state x and the system performance
S in the future are predicted. The predicted S is transferred
to the off-line training phase to obtain the future evolution
of the system performance, as matched with those of the
health parameter h in the future. Upon examining the RUL
of the system performance against the failure threshold, one
can identify the most critical health parameter (i.e., compo-
nent) that leads to the earliest system failure and its remain-
ing cycles, which is valuable information in maintenance
management.

The overall procedure is summarized in Fig. 3, in which
the highlighted parts are those different from the data-driven
approach addressed in the next section. For the implemen-
tation phase, the online estimation and diagnosis part of
Fig. 2 can be best accommodated by the Bayesian approach
such as the Extended Kalman or Particle Filter algorithms.
Then the health parameter h and state x are estimated in the
form of distribution such as the mean and covariance or the
samples, which reflect the uncertainty in the process. The
offline training and prognosis part can also be performed
similarly, but a simpler linear/nonlinear regression can also
be employed to this end. The degradation model parameter
θ in d(�) are estimated based on the accumulated values h0:k
until the current cycles. Then the degradation in the future is
predicted by θ with uncertainty, which is usually expressed
by the confidence bounds in the result.

B. DATA-DRIVEN APPROACH WITH MAINTENANCE
INFORMATION
When a domain knowledge or physical model for the target
asset is absent, a data-driven approach is the only option.
As shown in Fig. 4, which is similar to the physics-based
approach, the architecture consists of the construction (left)
and implementation (right) phases. In the construction phase,
an empirical model is constructed using a proper machine
learning algorithm such as artificial neural networks or Gaus-
sian process regression. Preliminary steps such as fault tree
analysis, functional block diagram, or Bayesian network
can be employed, if necessary, to identify the hierarchical
structure with causal effect relations between the compo-
nent health and system performance. As in the physics-based
approach, the model consists of input operation parameter u,
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FIGURE 2. Architecture for physics-based approach.

FIGURE 3. Overall procedure for physics-based approach as illustrated in
Figure 2.

health parameter h of components, system performance S,
and feature fz derived from measurements z. As opposed
to the physics-based approach, measurement z are not used
directly but transformed into the features to use in the
machine learning, which usually requires substantial domain
knowledge and expertise:

fz = fe(z, u) (5)

where fe denotes the feature extraction as a function of raw
measurement signal z and operation parameter u. Here, state
variable x is not considered due to the lack of underlying
physics. Regarding the health parameter h, a large amount
of data should be collected over a wide range of degrada-
tion cycles by executing run-to-failure tests. In fact, this is
quite a costly process and is the price to pay for not having

physics. The obtained data are used to train the model, which
relates the h and u as inputs, and S and fz as outputs. Same
with the physics-based approach, the implementation consists
of online diagnosis and offline prognosis. Online diagnosis
is performed in two stages: estimation and prediction. The
estimation stage is to input operation parameter u, measured
feature fz and system performance S to estimate the health
parameter h of each component using the trained model,
whereas the prediction stage is to input u and h to predict fz
and S. In the viewpoint of the algorithm, the prediction stage
is simply to run the trained model, whereas the estimation
stage requires a suitable algorithm that finds the input from
the given output values. The off-line prognosis is the same
as the physics-based approach: the health parameters are
fitted by mathematical models, which are used to predict its
degradation in the future. To this end, the h0:k estimated in
the online diagnosis are transferred to the offline prognosis
to fit the degradation model. Once the model is fitted, it is
extrapolated to predict h in the future. The predicted h into
the future is transferred to the offline diagnosis to predict
the system performance S. Then they are transferred back to
the online prognosis to obtain the future evolution of system
performance. The overall procedure is summarized in Fig. 5,
in which the highlighted parts are different from the physics-
based approach.

III. CASE STUDY
A. PROBLEM STATEMENT
As stated before, it is hard to find field data for the system
level PHM to study both the physics-based and data-driven
approaches. Therefore, a DC motor system is considered,
in which the virtual measurement data are generated by
adding random noise to the simulation results. The DCmotor
converts electrical energy into mechanical power. When elec-
tric current passes through a coil in a magnetic field, the
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FIGURE 4. Architecture for a data-driven approach.

FIGURE 5. Overall procedure for data-driven approach as illustrated in
FIGURE 4.

FIGURE 6. DC motor system.

magnetic force produces a torque that drives the DC motor.
As shown in Fig. 6, the DC motor consists of the electrical
and mechanical parts, in which they are coupled with each
other. Therefore, failure in one part can affect the others.
For example, since the magnetic flux converts the electrical
energy into the mechanical force, its defect will deteriorate

TABLE 1. Parameter setting for simulation.

the mechanical output. The mechanical and electrical parts
of the DC motor dynamics are given by

J
dω
dt
+ bω = kT i− TL = To (6)

L
di
dt
+ Ri = V − kTω (7)

where ω, i, and To represent the angular velocity, current, and
output torque, respectively. The two equations share the com-
mon parameter kT , which represents the electro-mechanical
coupling coefficient. Table 1 explains parameters and their
values used for the simulation [34]. The duration of a single
cycle is 3 seconds, where the voltage of 10 V is applied
for the first 1.5 seconds and then turned off for the rest.
Figure 7 shows the time history ofω, i, and To as outputs from
the dynamic equations in Eqs. (6) and (7). Angular velocity ω
quickly increases to the desired value as the voltage is applied
and decreases to zero after the voltage is turned off. Current
i and output torque To suddenly rise to the peak at the start,
followed by the gradual decrease until the voltage pulse ends,
and show the reverse behavior when the voltage is turned
off.
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FIGURE 7. Simulation result of DC motor system.

B. SIMULATION OF COMPONENT DEGRADATION
One of the challenges of system-level prognosis is that multi-
ple components degrade over time, which affects the system
performance in a complex way. To simulate this situation,
two components with associated failure modes are selected
from the reference [35]. The first is the degradation of the per-
manent magnet due to prolonged overheating, which is also
called flux weakening as it leads to the decrease in the mag-
netic field of the rotor. This can be described by decreasing
the parameter, electro-mechanical coupling coefficient, kT .
The second is the loss of lubrication in the bearing, which
can be modeled by a change in load torque TL applied to the
motor. The system performance is given by output torque,
To, which may decrease as the two components degrade. The
degradation behaviors of the magnet and bearing are assumed
to be a linear and exponential function of cycles, respectively,

kT (t) = α1 + α2t (8)

TL (t) = β1eβ2t (9)

where α1 and β1 represent the initial degradation state, while
α2 and β2 describe the cycle-dependent behavior.

Three cases are considered as shown in Fig. 8: (1) degra-
dation of the magnet with α2 = −5.7974 � 10−4, (2)
degradation of the bearing with β2 = 3.3 � 10−3, and (3)
simultaneous degradation with the α2 = −5.7974 � 10−4

and β2 = 3.9 � 10−3. In each case, the output torque is
obtained by solving the system equations with the degraded
values of kT and TL , as given in Figs. 8(a), (c) and (e). The
results of output torque are given in Figs. 8(b), (d) and (f).
In all cases, the maximum value of output torque gradually
decreases as degradation proceeds, which indicates the degra-
dation of system performance. In addition, when two compo-
nents are degraded simultaneously as in Fig. 8(e), the system

FIGURE 8. Output torque due to components degradation, (a) health
parameters and (b) output torque of case 1, (c) health parameters and
(d) output torque of case 2, and (e) health parameters and (f) output
torque of case 3.

performance in Fig. 8(f) degrades faster than the single com-
ponent degradation in Figs. 8(b) and 8(d).

In this example, system performance S is defined by a
scalar value, namely the maximum output torque:

S = maxT0 = max(kT i− TL) (10)

The system is regarded as a failure when the system per-
formance decreases below 70% of its initial value. Therefore,
it is necessary to predict how many cycles remain before
failure, which component is responsible, and when it should
be replaced.

IV. APPLICATION
A. APPLICATION OF PHYSICS-BASED APPROACH
As mentioned in the previous section, the first step of the
physics-based approach is the construction of system dynam-
ics model as shown in Eq. (1), where the state variable x
(denoted by a vector hereafter) consists of velocity ω and
current i, i.e., x = [ω, i]T while the input operation parameter
u is voltage V . Health parameter h contains kT and TL or
h = [kT ,TL]T . Then the state model can be constructed from
Eqs. (6) and (7) as

˙
[
ω
˙

]
i =

 −
b
J

kT
J

−
kT
L

−
R
L

[ωi̇
]
+

−
TL
J
V
L

 (11)

VOLUME 9, 2021 157965



S. Kim et al.: Study Toward Appropriate Architecture of System-Level Prognostics: Physics-Based and Data-Driven Approaches

Note that the equation describes the transient response
of state variable x. Since the state variable can be acquired
during the operation from the control unit, the measurement
model is given by

z =
[
1 0
0 1

] [
ω

i̇

]
+ ν (12)

where z is the measurement, and ν is the zero-mean multi-
variate Gaussian noise. Measurement data are gathered with
a 0.005 sec time interval.

Once the models are constructed, they are used for online
estimation and diagnosis. In this study, the extended Kalman
filter (EKF) algorithm is employed. In the estimation stage,
the state variable is augmented by unknown health parameters
h, and denoted by x =

[
xT ,hT

]T
The state and measurement

models in Eqs. (11) and (12) are rewritten into the recursive
matrix form:

State model: xt = F (xt−1)+ wt or
ωt
it
kT ,t
TL,t



=


(1+b � dt/J) ωt + dt/J (kT ,t−1 � it−1 − TL,t−1)
−dt/L � kT ,t−1 � ωt−1+(1−R/L) it−1 +−V � dt/L

kT ,t−1
TL,t−1

+wt
(13)

Measurement model: zt = H (xt)+ νt or

zt =
[
1 0 0 0
0 1 0 0

]
ωt
it
kT ,t
TL,t

+ νt (14)

where kT ,t and TL,t denote the kT and TL at the current
time t . Process errorwt is given by the zero-meanmultivariate
Gaussian noise with covariance whose diagonal elements are
10−9νI where I is the identity matrix. Measurement noise
νt are set as 0.1 and 0.01 which can be found by evaluating
the dispersion of measured data. More details for the EKF
can be found in the literature (e.g., [36], [37]). The initial
state variables are given as x0 = [0, 0, 1.28, 0.05]T based
on the evaluation of kT and TL at the initial stage of motor
operation. The estimation stage is processed in the two steps
as shown in Fig. 2. The first is the prior estimation by the state
model under a given input u. Next is the posterior update by
the measurement model, which leads to the estimated state
variable and health parameters. Figs. 9(a) and (b) show the
estimated state variable x (velocity and current) and health
parameters h (kT and TL) along with 95% prediction and
confidence intervals, respectively. As shown in Fig. 9(b), the
health parameters quickly converge to the true value. The
values at the end of the voltage application (i.e. 1.5 seconds)
are then used as the estimated health of each component to
assess the system performance given by Eq. (10).

FIGURE 9. On-line estimation and diagnosis in a cycle by physics-based
approach: (a) state variable x and (b) health parameters h.

FIGURE 10. Off-line trending and prognosis over cycles by physics-based
approach: (a) components health degradation for case 1, (b) system
health degradation for case 1, (c) components health degradation for
case 2, (d) system health degradation for case 2, (e) components health
degradation for case 3 and (f) system health degradation for case 3.

Once the health parameters h are estimated at each cycle,
the next step is to transfer them to the offline stage, as shown
in Fig. 2. The results are given in Fig. 10(a), (c) and (e) for the
three cases, in which the black dots denote health parameters
estimated up to the current cycle. Using these data, the degra-
dation models of each health parameter are fitted; that is, the
model parameters α and β in Eqs. (8) and (9) are estimated.
For this purpose, Markov Chain Monte Carlo (MCMC)
method [38] is used, which determines the parameters by a
large number of samples (104 in this study) to account for
the uncertainty due to the discrepancy between the data and
the model. The degradation behaviors in the future are also
predicted by extrapolating the model. In Fig. 10(a), (c) and
(e), these are represented by the median and 95% predictive
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interval (PI) curves. Note that the associated uncertainty is so
small that they are nearly overlapped in this example. Once
the health parameters h are predicted at the future cycles,
they are transferred to the online stage in Fig. 2. In this
case, they are used for the prediction stage, in which only
the state variables x are estimated by the state model since h
are known. Then the system performance at the future cycle
is obtained as samples, which are transferred to the offline
training part. The results are given by the median and 95%
PI in Fig. 10(b), (d) and (f) for the three cases, respectively.
It is worth noting that establishing the degradation model of
system performance is not necessary since they are obtained
from the online estimation stage as samples.

Since the true solutions are available, they are superposed
by the solid black lines and compared with the predictions.
The prediction results at the current cycle agree well with
the true solutions for all the cases. It is noted that the system
failure is defined as 70% of its initial value, which is depicted
by the horizontal green line in the figure. Then the end of
lives (EOLs) are found at 683, 617 and 369 cycles in terms
of the median for the three cases. The reason for the shorter
life in case 3 is because of the acceleration effect by the
simultaneous degradation of both components. In Fig. 10(a)
and (c) and (e), blue dotted horizontal lines indicate the failure
thresholds of each health parameter. They are defined by the
corresponding values at the EOL when the system undergoes
degradation of each component. The threshold values for kT
and TL are 0.8840 and 0.3897 at the EOLs 683 and 617 from
cases 1 and 2, respectively.

Once we have the prognostic information for the system,
one can evaluate the maintenance effect of individual compo-
nents on the system health. The process is illustrated by case
3 where the two components degrade simultaneously. Note
that if not stated otherwise, all the subsequent computations
are based on themedian values. At first, the current conditions
are assessed by introducing the health index (HI) and the
RUL. The HI indicates how healthy it is at the current condi-
tion, whereas the RUL estimates how many cycles remained
until its failure. The HI is defined by the ratio of degradations
at the current cycle versus at the EOL so that it ranges from 0
(normal) to 1 (failure). Since the kT values at the initial,
current, and EOL cycles are 1.28, 1.10, and 0.88 respectively
(Fig. 10(a)), the index is (1.28-1.10)/(1.28-0.88) = 0.45. The
indices for others can be obtained in the same way. The RUL
is defined by the difference between the EOL and the current
cycle. For kT and TL in Fig. 10(e), the EOLs are found at the
cycles crossing the threshold lines (not shown here), which
are about 721 and 513 respectively. Since the current cycle is
109, the RULs of kT and TL are about 609 and 412, and the
system RUL is 361-109 = 252 cycles.
All the results are summarized in Table 2 and plotted by

the bar charts in Fig. 11(a) and (b). Note in Table 2 that HI of
kT has degraded (increased) to 0.1507, greater (worse) than
0.0789 of TL . But its RUL is about 609, which is longer than
412 of TL . This is due to their different degree of contributions
to the system performance.

TABLE 2. Parameter setting for simulation.

FIGURE 11. Maintenance scenario in physics-based approach: (a) current
health state, (b) RUL of component and system, (c) prognosis with kT
repair, (d) prognosis with TL repair and (e) system RUL when component
is repaired.

Next, a what-if study is performed for the scenarios when
one of the components is repaired or replaced by the new
one. That is, the health parameter is reset to the original, and
the system performance is predicted under the new condition.
Results are given in Fig. 11(c) and (d) when the kT and TL are
repaired respectively. The new EOLs are extended to about
512 and 701 cycles, yielding the new RULs around 403 and
592, respectively, as shown in Fig. 11(d). Among the two
options of which component to repair, repairing TL is more
desirable, leading to the longer RUL. In Fig. 11(b) and (e),
the red-colored error bar indicates the 95% PI of RUL pre-
diction. From this study, several important information can
be obtained: the current health condition of the components
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and system, how long the system can be operated until failure,
repairing which component is better to extend the system life
longer, and how long it will be after repair.

B. APPLICATION OF DATA-DRIVEN APPROACH WITH
MAINTENANCE INFORMATION
In the data-driven approach, it is necessary to have the health
degradation data of the components and the system concur-
rently for the training, which we call ‘labeled data’. It can
be a quantitative measurement by appropriate device or at
least subjective judgment by the maintenance personnel. For
example, in this study, kT and TL can be obtained by measur-
ing the electro-mechanical coupling coefficient and torque,
respectively. In the real system, this can be best accomplished
during periodic maintenance or by performing accelerated
degradation tests. Both of them are costly or time-consuming
processes, which is hard to achieve in practice. However,
without having these data, it is difficult to perform data-driven
prognostics, which is why the data-driven approach of the
system is rare in the literature.

In the data-driven approach, measured data z is usually
transformed into a set of scalar features fz to reflect the
health state of the components and system. Many signal
processing techniques are available for this, among which
the time-based features are most widely used. In this study,
however, the values at 1.5 seconds, which is the end of the
voltage-on period as shown in Fig. 9(a), are simply used
as the features by intuition, based on the knowledge that
they are influenced by the degradation of components over
cycles.

In order to simulate the periodic inspection, parameters
α1 and β1 are set as 1.28 Nm/A and 0.05 Nm, which cor-
respond to the nominal states. The parameters α2 and β2
of the health parameters h = [kT ,TL] in the degradation
model in Eqs. (8) and (9) are randomly generated assuming
the Gaussian distributions with N (−7 � 10−4, 1.1 � 10−4)
and N (4.8 � 10−3, 5 � 10−4), respectively. Then the degraded
health parameters are generated with the interval of 50 cycles
from the degradation model. Using these values, the motor
operation is simulated to get themeasurement z = [ω, i], their
features f z = [fω, fi] which denote the values at 1.5 seconds,
and the system performance S (output torque). Then the mea-
surement noises are added with the standard deviations 0.1,
0.001 and 0.01 to fω, fi and S, respectively. Also, other noises
are added to kT and TL with standard deviations 0.005 and
0.01 to simulate the measurement of component degradation
during the periodic maintenance.

Ten datasets are generated for the three cases for training,
as shown in the second column of Table 3. In the simulation,
only two data sets are generated for case 3 since data under
concurrent degradation of two components would be rare in
real industry. Additional 3 datasets (one for each case) are
generated for a test. As an example, a dataset for case 1 with
the interval of 50 cycles is given in Fig. 12, which is the case
that only kT degrades. The configuration of training data is
listed in Table 3. Using the 10 history datasets, 108 training

TABLE 3. Training data for each degradation case.

FIGURE 12. Training data measured at maintenance cycles for case 1 in
data-driven approach: (a) system performance, (b) feature fω from
velocity ω, (c) feature fi from current i , (d) health parameter kT , and
(e) health parameter TL.

data in total can be obtained, and they are used to train
the system model as depicted in Fig. 3, which relates the
measured performance S and features f z as the output with
the component health parameters h and operation parameter
u as the input. The operation parameter u, however, which is
the voltage in this problem, is not included as the input since
it is constant all the time.

If the system is complex, preliminary work such as fault
tree or Bayesian network analysis is necessary to identify the
hierarchical causal effect relations between the components
and system. Since the component’s health, h affects the sys-
tem performance, S and features f z, their causal relationship
is represented with the Bayesian network as shown in Fig. 13.
The figure indicates that three models should be constructed
to relate the health condition, h with system performance, S,
features, f z (i.e. fi and fω). Among many surrogate models,
Gaussian process regression (GPR) is employed, which is to
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FIGURE 13. Bayesian network for the data-driven approach.

FIGURE 14. Gaussian process regression model as a function of kT
and TL: (a) system performance S, (b) feature fω (velocity) and (c) feature
fi (current).

represent the probability density functions of S and f z =
[fω, fi], conditional on the observed data for h = [kT ,TL].
The µ(�) and K (�) represent the mean and covariance matrix,
respectively. The correlation function is defined by

K
(
xi, xj | θ

)
= σ 2

f exp

[
−
1
2

∑d

m=1

(xim − xjm)2

σ 2
m

]
(15)

where σ 2
f and σ 2

m are hyper-parameters associated with the
scaling factor and length-scale, which are optimized based
on the training data. The main advantage of the GPR over
the ANN is that it can quantify the uncertainty of the model
or measurement which is given by the predictive interval.
More detailed descriptions of theGPR algorithm are available
in [8]. The constructed GPR using the 10 training datasets are
given by the surface plot in Fig. 14. Among 108 dots in the
figure, those dots along the kT and TL axes denote case 1 and
case 2, respectively, while those along the diagonal direction
are case 3. The performance of GPR can be improved by
uniformly filling data over the range, which means more
measurements are needed. Once the GPRs are constructed,

FIGURE 15. Off-line trending and prognosis over cycles by data-driven
approach: (a) components health degradation for case 1, (b) system
health degradation for case 1, (c) components health degradation for
case 2, (d) system health degradation for case 2, (e) components health
degradation for case 3 and (f) system health degradation for case 3.

they are used in the implementation phase given at the right
side of Fig.4.

In order to validate the constructed model, the test datasets
are used. In the online estimation stage, the health parame-
ters h are estimated based on the measured features f z and
system performance S up to the current cycles (estimation
stage). For this purpose, MCMC is performed to draw sam-
ples from the joint pdf of kT and TL which can be obtained
based on the Bayesian theory using three GPR models (i.e.
fi|kT ,TL , fω|kT ,TL , and S|kT ,TL). Then, the median of h
is transferred to the offline stage in Fig. 4, using which the
degradation models are fitted in the same way as the physics-
based approach. As a result, the degradation models and
their extrapolation to the future are obtained by the samples,
which are represented by the median and 95% PI as shown
in Fig. 15 (a), (c) and (e) for the three cases respectively.
Health parameter h obtained by the samples are transferred
back to the online estimation stage in Fig. 4. For these samples
as inputs, the GPR models are applied to predict the system
performance S in the future (prediction stage). The results are
given by the median and 95% PI in Fig. 15 (b), (d) and (f).

Comparing the results with the true solutions given by
the solid black lines, the degree of agreement is less good
than the physics-based approach. The PIs are wider too. Note
however that the main point of the study is to suggest an
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FIGURE 16. Maintenance scenario in data-driven approach: (a) current
health state, (b) RUL of component and system, (c) prognosis with kT
repair, (d) prognosis with TL repair and (e) system RUL when the
component is repaired.

adequate architecture for system-level PHM, by which the
procedure can be easily implemented in general. Among the
results of three cases, the predictions of system performance
are inaccurate in cases 2(d) and 3(f) where the components
degrade in a nonlinear way as in (c) and (e). This is typical for
data-driven approaches, which is due to the lack of physics in
the system model. Though not implemented here, however,
it is anticipated that the accuracy will be improved as more
data are added.

In conclusion, this approach also enables the same process
as the physics-based approach that estimates the components’
health condition and provides a future trajectory for system
performance, which is considered an essential function for
system-level PHM. The same process is conducted in the
data-driven approach to evaluate the maintenance effect of
individual components. As in the physics-based approach,
case 3 is considered where the system performance is given
by Fig. 15(f) due to the simultaneous degradation of the
two components. For this case, current RULs are given in
Fig. 16(b) alongwith PIs.When a component is replaced to its
original condition, the new RULs are obtained and are given
in Fig. 16(e). Among the results, the median and upper bound
of the new RUL cannot be determined due to the poor predic-
tion in these cycles. The predictions in Fig. 15(f) and 16(b)
after 400 cycles are close to the constant value since the
training data in that area did not exist. Nevertheless, it is

reasonable to repair TL since it gives longer RUL in terms of
the lower bound. It shows that building high-quality physical
or data-driven model that relates measurements to health
condition of components and system performance is key
ingredient for successful system-level prognostics. To avoid
this and improve the results, more data are needed over the
wider range of degradation cycles for training. Different ker-
nel functions of the GPR may also help too. However, since
the main scope is on the architecture of the System PHM
not on solving the poor performance, this is not explored
further.

V. DISCUSSIONS AND CONCLUSION
In the literature of PHM studies, many have investigated
component-level problems. In the real field, however, the
system-level PHM is of more importance, which explores the
degradation of system health due to those of the components.
The reason is evident that it is not feasible to replace thewhole
system when the system failure is predicted, but to replace
only the responsible components. Examples can be found in
many applications such as the semiconductor equipment or
the gas turbine engine where the system cost is so prohibitive
to replace it as a whole. In order to address this issue properly,
the information for interaction between the component-level
and the system-level degradation is crucial. This study has
proposed appropriate architectures toward this end by two
approaches: physics-based (Figs. 2 and 3) and data-driven
prognostics (Figs. 4 and 5), which are demonstrated using a
simple example of DC motor with two components.

The difference between the two architectures is in the
model construction. In the physics-based approach, the rela-
tionship between the components and system is defined via
the physics or dynamicmodel, while the data-driven approach
uses a mathematical model. The data-driven approach
requires a large number of run-to-fail data for feature fz and
system performance S over a wide range of cycles, which is
considered as the major bottleneck for practice. On the other
hand, the physicalmodel is rarely available, which hinders the
physics-based approach from the real field. Furthermore, the
available physical model is often inaccurate, which requires
substantial data and effort for verification and validation.
In terms of the implementation, the physics-based approach
requires only measurement z as the input, from which health
parameter h as well as S are estimated. In addition to mea-
surement z, the data-driven approach requires S as the input,
from which health parameter h is estimated.

In the DCmotor example, the physics-based approach uses
transient measurement z = [ω, i] to estimate h = [kT , TL]
and S. The data-driven approach uses two features f z =
[fω, fi], which are [ω, i] at 1.5 seconds and S to estimate
h = [kt ,TL]. Though not addressed in this study, in the
viewpoint of real implementation, only one measurement out
of z = [ω, i] would be enough to estimate h = [kT , TL] in the
physics-based approach. Analogously, only two out of three
[fω, fi, S] are enough in the data-driven approach to estimate
the two health parameters [kT , TL].
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The uniqueness of the proposed architecture is that it
enables the component-level prognosis result to be integrated
into the system-level information. The system-level degra-
dation model, which is usually used in the literature to pre-
dict its future behavior, is not necessary here. Instead, they
are obtained from the component-level degradations, whose
individual trends are defined by the degradation model. As a
result, the architecture enables the estimation of components’
health and that of the system, as well as the prediction of
their RULs against the system failure threshold. Further-
more, a what-if study can be made to predict how long
the system can be operated until failure by repairing each
component, from which the maintenance plan can be made
properly. However, it should be noticed that the decision-
making onmaintenance is not a simple task, considering, e.g.,
that repairing two components at once when they degrade
closely might be better than to shut the system twice for
individual repair. Another research is needed to make the
optimummaintenance scheduling such as when to shut down,
how many and which components to repair. It should account
for the components health and RULs, their sensitivity to the
system performance, and correlation to the other compo-
nents degradation, and so on. Future works will contain two
topics. First, a correlation between components. Correlation
between components is one of the challenges of system-
level prognostics. The current architecture will be extended
to include the effect of correlation between components in the
system. Second, architecture will be applied to a real indus-
trial system which consists of multiple components such as
DC motor, semiconductors, train door systems, or industrial
robots.
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