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Abstract  In the field of engineering, simulations are often used to save experimental cost
and time. Since most of the simulation models have various model errors, the simulation results
may differ from the actual one. It is important to accurately calibrate and predict parameters as
the calibrated parameters can be applied to other simulations and are used as important design 
criteria. Therefore, if there is an error in the simulation model, this model error should be taken
into consideration when parameters are calibrated. The calibration method usually uses a func-
tion value based least squares method, but when there is an error in the simulation model, it fits 
well at the training point, but an error may occur at the prediction point. For this reason, Qiu et al.
[1] proposed a sensitivity based the least squares method--a method of calibrating model pa-
rameters by matching the slope of the simulation result and the slope of the actual value. In this
paper, the performance and applicabiliy of SLS is further investigated with two examples. In the
cantilever beam example which was studied earlier by Qiu et al. [1], a finite element model is 
introduced to account for various sources of error. In the open hole tenstion test example, the
performance of SLS in a multidimensional problem was examined and compared with FLS.  

 
1. Introduction   

With the advance of computers, computer-aided engineering (CAE) is being used in various 
engineering applications such as automobiles, aircraft, and architecture to reduce experimental 
costs and time [2-4]. At the same time, concerns about the reliability of the CAE models are 
increasing. Thus, there has been a growing interest in improving and proving the reliability of 
the CAE model [5-7]. 

Since most simulation models have various sources of errors, such as numerical error, the 
results of the simulation models often differ from those of physical experiments which also con-
tain measurement errors. Thus, when the simulation model has a model discrepancy, it is im-
portant to take into account this discrepancy when calibrating the model parameters. If the 
model discrepancy is not considered, calibration and validation of model parameters may not 
be performed properly even if the amount of data is increased. Loeppky et al. [8] pointed out 
that the exact value of the parameter can be obtained only when the model discrepancy is 
properly considered. 

Most studies have focused only on the results at training points where the actual and simula-
tion values are matched and do not focus on the accuracy of the validation points predicted by 
the calibrated parameters [9]. However, since the calibrated parameter can be applied to other 
simulations and used as an important design criterion, it is important to accurately calibrate and 
predict the parameter considering the entire design space [10]. The existing parameter calibra-
tion method uses a function value based least squares method (FLS), which is a method of 
determining model parameters by minimizing the error between the simulation result and the 
actual value. However, if there is a model discrepancy in the simulation model, even if the 
simulation result and the actual value fit well at the training points, a large error may occur at 
the validation points. 

Recent calibration and validation methods include a statistical approach using the Bayesian   
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method [1]. Kennedy et al. [9] proposed a Bayesian calibration 
framework that includes various discrepancies and showed 
that errors can be reduced or mitigated when calibrating pa-
rameters by introducing discrepancy functions. Mahadevan et 
al. [5, 11] discussed the effects of different model discrepan-
cies and showed their effect on the calibration results. However, 
the statistical approach requires knowledge of statistical theory 
and a large number of experimental and simulation data [1]. 
This is not an easy task for industrial applications. For this rea-
son, Qiu et al. [1] proposed a simpler sensitivity based least 
squares method (SLS) for practical applications. The SLS uses 
sensitivity instead of statistical measures, and uses a simple 
form of discrepancy function to be minimized for parameter 
calibration. It is a method of minimizing errors while following 
the trend of the actual model by matching the slope of the 
simulation result with that of the actual value. 

In this paper, the performance and applicability of SLS is 
investigated in comparison with the conventional FLS. The 
cantilever beam example dealt in Qiu et al. [1] is revisited. 
Instead of analytic model given in mathematical equations, a 
finite element model of beam is constructed of which the 
material parameters are calibrated with FLS and SLS to 
account for more practical model errors. A new example of a 
composite plate with an open hole under tensile test was 
investigated to check the performance of SLS in a multi-
dimensional problem.  

Sec. 2 of this paper introduces the FLS and the SLS and the 
two examples mentioned above follow in Secs. 3 and 4.   

 
2. Model calibration methods 
2.1 Function value based least squares me-

thod 

This section introduces two calibration methods. The first 
calibration method is the FLS. In general, both the measure-
ment data and prediction have errors. To simplify the presenta-
tion, it is assumed that there is no measurement error, that is, 
the measurement data are actual values. Then, the relationship 
between prediction and measurement can be written as 

 
( ) ( ),test prey d y d eθ= +   (1) 

 
where d  is the control parameter in the design space and θ  
is the calibration parameter. And e  is the error between the 
predicted value prey  of the calibrated model and the actual 
value testy .  

When more than one data is used, the value of the calibra-
tion parameter is determined by minimizing the sum of squared 
errors using Eq. (2) [12]. 

 

( ) ( ) 2

, ,
1

min
,

N

i test i pre i
i

w y d y d θ
θ =

⎡ ⎤−⎣ ⎦∑   (2) 

where iw  is the weight of the i-th measurement, which repre-
sents the confidence level of the measurement. In this study, 
since no preference is given to a specific measurement, a con-
stant weight is used for all measurements. N  is the number 
of data used for the least squares method. 

The optimal parameter *θ  from Eq. (2) can be used to pre-
dict the function at untested design ( )*,prey d θ . However, as 
shown in Fig. 1, the parameter *θ  can cause a large error at 
prediction points if there is a discrepancy in the model [1]. In 
this case, the calibration accuracy may not be improved even 
though more data points are taken for calibration. 

 
2.2 Sensitivity based least squares method 

The second calibration method is the SLS. In general, the 
shape of the model discrepancy is not known; however, it 
should be taken into consideration at least as a simple con-
stant function. The modele , nume , and teste  in Eq. (3) are model-
ing error, numerical error, and measurement error, respectively. 
Their sum δ  is used to account for the discrepancy. Even if 
the actual model discrepancy may not be constant, better cali-
bration results can be obtained than the conventional method, 
FLS, by assuming a constant model error and reflecting it in 
the model calibration. 

 
( ) ( ) ( )* *, ,test pre model num test prey d y d e e e y dθ θ δ= + + − = +   (3) 

 
In SLS, the discrepancy is removed by subtracting the func-

tions at two different designs, which represents the sensitivity 
of the function, i.e., a linear approximation. First, as shown in 
Eq. (4), θ  is calibrated by minimizing the differences in sensi-
tivities [1]. Assuming that there are a total of 1N +  training 
points, 

 

( ) ( ){ } ( ) ( ){ } 2

1 1
1

min
, ,

N

test i test i pre i pre i
i

y d y d y d y dθ θ
θ + +

=

⎡ ⎤− − −⎣ ⎦∑  

  (4) 
 
In a multidimensional problem, the index i  can be assigned 

to training points in such a way that two closest points have 
successive indices. Using the parameter *θ  obtained by Eq. 
(4), the model discrepancy δ  can be obtained by Eq. (5) [1]. 

 
 
Fig. 1. Schematic of model calibration and model validation [1]. 

 



 Journal of Mechanical Science and Technology 36 (2) 2022  DOI 10.1007/s12206-022-0128-4 
 
 

 
811 

( ) ( ) 2
*

1

min
,

N

test i pre i
i

y d y d θ δ
δ =

⎡ ⎤− −⎣ ⎦∑ .  (5) 

 
The SLS matches the slope between two design points in-

stead of directly matching the actual value and the simulation 
result. As shown in Fig. 2, 1θ  obtained from the conventional 
method, the FLS agrees well at the training point 1d , but does 
not properly follow the trend of the actual value, and an error 
occurs at the validation point 2d [1]. On the other hand, *θ  
obtained by the SLS did not coincide with the actual value, but 
the parameter was calibrated by capturing the trend of the 
actual value. 

The goal of the SLS is to minimize the difference between 
the slope of the actual value and the slope of the simulation 
result. Therefore, to use the SLS, at least two training points 
are required, and to consider the discrepancy, the discrepancy 
is assumed in the form of the simplest constant function. 

 
3. Example 1: I beam 

In this section, the performances of the FLS and the SLS are 
compared using an I-beam example shown in Fig. 3. The ob-
jective function is the deflection at the tip of the beam and the 
design variable is the height of the beam. The calibration pa-
rameter is Young's modulus. 

In the previous section, model prediction parameter was 
calibrated using test measurement. However, it is also possible 
to use a model with higher fidelity instead of measurement. In 
the I-beam example, Euler beam theory was used as a low-
fidelity model which needs parameter calibration, while Ti-
moshenko beam theory was used as a high-fidelity model. 
Both high- and low-fidelity models are implemented using finite 
element analysis software ANSYS. 

As for the low-fidelity model, an I-beam was modeled in 1D 
as shown in Fig. 4 using the Euler theory, and a fixed support 
condition was applied at the base, and a force of 60 N was 
applied at the tip in the vertical direction to the ground. As a 
result of the simulation, the maximum deflection at the tip of the 
beam was 1.0603 mm. The goal is to calibrate the Young’s 
modulus of the low-fidelity beam model so that the perform-
ance variable, the tip deflection is predicted with the minimum 
error compared to the high fidelity model in the whole design 

domain. 
To induce artificial model error, which seems plausible in real 

situations, it is assumed that the fixed boundary condition on 
the wall is not perfect in the high-fidelity model. Instead, the test 
condition was modeled with a longitudinal spring and a tor-
sional spring on one base as shown in Fig. 5, and a force of 
60 N was applied at the tip in the vertical direction to the 
ground. The stiffness of the spring was arbitrarily determined 
as 5.e+006 N/mm for the horizontal spring and 1.e+004 N/mm 
for the vertical one. The actual Young’s modulus of the beam is 
200 GPa. 

The range of Young's modulus was set to 190000 MPa 
≤ E ≤ 209000 MPa, and the simulations were performed by 
an increment of 1000. When the beam height h  was 8, 10, 
and 12, the tip deflection value ( ),y h E according to the 
change of Young's modulus was calculated. These data were 
interpolated with a quadratic function using a MATLAB pro-
gram to obtain Eqs. (6)-(8). 

 
( ) 11 2 58, 4.521 10 2.707 10 5.401y E E E− −= × − × +   (6) 

( ) 11 2 510, 2.653 10 1.592 10 3.184y E E E− −= × − × +   (7) 

( ) 11 2 512, 1.754 10 1.049 10 2.092y E E E− −= × − × +   (8) 

 
Using Eqs. (6)-(8) as true relationship between Young’s 

modulus and tip deflection, Young’s modulus in Euler beam  

 
 
Fig. 2. Illustration of sensitivity based calibration method [1]. 

 

 
 
Fig. 3. I beam model. 

 

 
Fig. 4. Simulation of I beam based on Euler theory using ANSYS. 

 

 
Fig. 5. Simulation of I beam based on Timoshenko theory using ANSYS. 
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model was calculated by two calibration methods and the re-
sults are summarized in Table 1.  

With the calibrated Young's modulus in Table 1, the tip de-
flection of the I-beam can be plotted as a function of design 
variable, the beam height, h . Fig. 6 shows the tip deflection 
curves using Young’s modulus obtained from four different 
calibrations. The blue dashed curve (FLS2) represents the tip 
deflection curve of FLS obtained from two design points ( ih = 8, 
10), while the blue asterisked markers (FLS3) are obtained 
from three design points ( ih = 8, 10, 12). Compared to the red-
colored true curve, the prediction is only accurate at h = 9.5 
(FLS2) and h = 10 (FLS3), but the prediction is inaccurate at 
other design points. It is also noted at h = 8 and h = 12 are 
used for calibration, but the predictions at these designs are 
not accurate. This happens because the calibration process 
tried to compensate for the model error.  

On the other hand, the SLS methods in Fig. 6 do not match 
the red-colored true curve, but they follow the same trend with 
the true curve. This is expected because the SLS method 
minimizes the error in slope, not in the prediction. It is noted 
that the calibration using two designs are almost identical with 
that of three designs. This is expected because the calibrated 
Young’s modulus in Table 1 was 199860 MPa for the two de-
signs, and 199990 MPa for the three designs. Therefore, SLS 
is insensitive to the number of design points in this example.  

Once Young’s modulus was calibrated using the SLS meth-
ods, Eq. (5) was used to find the discrepancy δ . It turns out 
that the constant discrepancy was 1.0483 mm. Once this dis-
crepancy was incorporated with the prediction, Fig. 7 shows 
that the tip deflections using the SLS methods overlapped with 
the true curve. 

In this section, the performance of the FLS and the SLS was 
compared through the example of I beam. It was confirmed 
that the FLS coincides at the training point, but the error in-
creases as the validation point is further away from the training 
points. However, since the SLS captures and follows the trend 
of the actual model, there is little error even if the validation 
point moves away from the training point. Therefore, it can be 
clearly seen that the SLS is superior to the FLS in this example. 

 
4. Example 2: open hole tension test 
4.1 Open hole tension test 

Tensile testing of perforated plates [13] was used to deter-
mine the effect of holes on tensile fracture strength in perfo-
rated specimens. The shape of the composite laminate speci-

men used in the experiments is shown in Fig. 8. Specimens 
were made of three distinct material batches. Force F  was 
applied to both ends of the plate. The width of the specimen 
and the diameter of the hole are denoted by w  and D , re-
spectively. In this experiment, two control parameters were set. 
The first parameter is /w D , and w  is changed as shown in 
Table 2. The second parameter 45N  represents the different 
layups quantified by the fraction of ± 45° plies of the compos-
ite laminate and is changed as shown in Table 3. Each configu-
ration consists of three prepreg batches, and each batch was 
repeated six times. The objective function is failure strength 
and the control variables are /w D  and 45N . The calibration 
parameter is the characteristic length that is used in the Whit-
ney-Nuismer model [14] which is used to predict the failure 
strength of laminate plates with a hole.  

Table 1. Comparison of calibration accuracy for Young’s modulus. 
 
N (data point) 2 (hi = 8, 10) 3 (hi = 8, 10, 12) 

Method FLS SLS FLS SLS 

E (MPa) 106370 199860 98083 199990 

δ  - 1.0483 - 1.0493 

 

 
 
Fig. 6. Comparison of the results at I beam example from true model, FLS 
and SLS not including model discrepancy. 
 
 

 
 
Fig. 7. Comparison of the results at I beam example from true model, FLS 
and SLS including model discrepancy. 
 
 

 
Fig. 8. Open hole tension test specimen. 
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4.2 Whitney nuismer model 

The tensile and compressive strength of a composite lami-
nate with holes drops significantly as the hole diameter in-
creases. Using the classical stress concentration factor, this 
drop cannot be accurately predicted. Therefore, Whitney and 
Nuismer hypothesized that the failure of a hole in an infinite 
plate under tension or compression can be determined when 
the stress at a certain characteristic distance away from the 
edge of the hole reaches the strength of the material without 
the hole [14].  

Using the Whitney-Nuismer model, when there are circular 
holes in an isotropic plate, the stress failure criterion can be 
obtained as shown in Eq. (9). 

 

( )2 4
0 0

2 ,
2 3

N R
R d

σ ξ
σ ξ ξ

= =
++ +

  (9) 

 
where Nσ  is the strength of the laminate with holes and 0σ  
is the strength of the laminate without holes. Also, R  is the 
radius of the hole and 0d  is the characteristic distance. 

In this work, the strain and stress of the tensile specimen 
with holes were obtained using the finite element program 
ABAQUS. The simulation was performed 42 times with a com-
bination of /w D  of 3, 4, 5, 6, 7, 8 and 45N  of 0.2, 0.3, 0.4, 
0.5, 0.6, 0.7, 0.8. 

In Eq. (9), 0σ  was obtained by finite element analysis of 
composite laminates without holes. 

 
4.3 Calibration using two calibration factors 

The experiment and simulation were combined as in Eq. (10) 
to fit the Whitney and Nuismer characteristic distances as a 
function of ( /w D , 45N ). 

 
( )0 45 0 1 45 2/ , /d w D N x x N x w D= + +   (10) 

where 0x , 1x , and 2x  are calibration parameters. 
From the test matrices of /w D  and 45N , six data points 

were generated as in Fig. 9 and the test results for Nσ  are 
summarized in Table 4. The values are the average values 
calculated at each experimental point. The characteristic dis-
tance 0d  from the origin can be calculated by Eq. (9) at each 
point, and the results are summarized in Table 5. Then, Eq. 
(10) is fitted using FLS as in Eq. (11). 

 
( )0_ 45 45/ , 0.0228 0.0484 0.0042 /refd w D N N w D= + +   (11) 

 
Using Eqs. (9) and (11), the predicted values of Nσ  at six 

data points were calculated and compared with the experimen-
tal values as in Table 6. This model is used as a reference to 
compare the performances of FLS and SLS calibrated with a 
smaller number of data points with model form error.  

As shown in Fig. 9, two sets of three data points were cho-
sen for the model calibration. For comparison purpose, two 
models were assumed, one with relatively small error (Eq. (12)) 
and the other with relatively bigger error (Eq. (13)). The pur-
pose of this comparison was to demonstrate the capability of 
SLS to capture the trend of calibrated function while minimizing 
error caused by inaccuracy of model.  

Table 2. w/D test matrix. 
 

W (inch) D (inch) w/D Batches/ 
replicates 

No. of  
specimens

0.75 0.250 3 3x6 18 

1.00 0.250 4 3x6 18 
1.50 0.250 6 3x6 18 

2.00 0.250 8 3x6 18 

 
Table 3. Layup test matrix. 
 

N45 Layup % 
0°/45°/90° Ply stacking sequence Batches/

replicates

No. of 
speci-
mens

0.2 40/20/40 [0/90/0/90/45/-45/90/0/90/0]5 3x6 18 
0.5 25/50/25 [(45/0/-45/90)2]5 3x6 18 

0.8 10/80/10 [45/-45/90/45/-45/45/-45/0/45/-45]5 3x6 18 

 

Table 4. Averages of experimental strength Nσ . 
 

Points 1 2 3 4 5 6 

(w/D, N45) (3, 0.2) (4, 0.2) (6, 0.2) (8, 0.2) (6, 0.5) (6, 0.8)

Nσ  59.60 63.20 66.50 69.30 54.50 41.10 

 
Table 5. Characteristic distance at experimental points. 
 
w/D, N45 (3, 0.2) (4, 0.2) (6, 0.2) (8, 0.2) (6, 0.5) (6, 0.8)

0d (inch) 0.044 0.052 0.060 0.067 0.063 0.094 

 
Table 6. Comparison of the experimental value and the prediction value of 

Nσ  using six data points. 
 

Points  
(w/D, N45) (3, 0.2) (4, 0.2) (6, 0.2) (8, 0.2) (6, 0.5) (6, 0.8)

Experimental 59.60 63.20 66.50 69.30 54.50 41.10

Prediction 60.23 62.18 65.81 69.10 57.10 40.08

Error (%) 1.05 1.64 1.05 0.29 4.55 2.54 

 

 
Fig. 9. Overview of effective points under calibration (trial 1, trial 2). 
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( )45 1 45 2/ , 0.025 /accurated w D N x N x w D= + +   (12) 

( )45 1 45 2/ , 0.005 /inaccurated w D N x N x w D= + + .  (13) 

 
4.3.1 Comparison of results based on model accu-

racy 
The calibration parameters, 1x , and 2x  were found by SLS 

and FLS, respectively, and the results of Nσ  prediction are 
summarized in Table 7. It shows the error in the prediction by 
SLS and FLS deviated from the test results.  

The root mean square error (RMSE) of Nσ  calculated at all 
six data points and two sampling cases is summarized in Table 
8. It is observed that the performance of the FLS and the SLS 
is similar if there exists a negligible model error. However, in 
the case of the FLS, the error increased as the model became 
inaccurate, and in the case of the SLS, the error was kept con-
stant regardless of the accuracy of the model. Thus, it can be 
said that the model calibration using the sensitivity data aug-
mented by the model discrepancy correction is more robust to 
the existence of model error than the conventional FLS.  

 
4.3.2 Function value based least squares method 

comparison based on model discrepancy 
considerations 

To use the FLS regardless of the accuracy of the model, the 
model discrepancy δ  was considered like the SLS in the FLS. 
First, to assume that the model is accurate, δ  was added to 

Eq. (12) and changed to Eq. (14). 
 

( ) ( )1
0 45 1 45 2/ , 0.025 /d w D N x N x w D δ= + + + ,  (14) 

 
The RMSE of the experimental and predicted values of the 

FLS and the FLS considering δ  was calculated as shown in 
Table 9. When the model is accurate, the error is similar re-
gardless of whether δ  is present, but when the model is inac-
curate, it can be seen that the error of the FLS taking δ  into 
account is significantly reduced.  

The RMSE of the experimental and predicted values of the 
FLS considering δ  and the SLS was calculated as shown in 
Table 10. Regardless of the accuracy of the model, if δ  is 
considered in the FLS, there is little difference from the SLS. 
This is an expected result because a model error in the form of 
constant is assumed in this example. The performance of SLS 
with more complicated error form is to be investigated in our 
future research.  

 
5. Conclusions 

The performance and applicability of SLS method was inves-
tigated as a method for calibrating model parameters. To ex-
amine the performance of the SLS method, it was compared 
with that of an existing method, FLS, using two examples. The 
findings are as follows: 

1) The SLS captures the trend of the actual value well, and 
when the model bias is obtained and removed, it almost coin-
cides with the actual value at all points. 

2) When the model is accurate, FLS and SLS perform simi-
larly but SLS outperforms FLS as the model error increases. 
SLS shows more robust performance against the model errors. 

3) SLS can be applied to multi-dimensional problems. How-
ever, a sophisticated logic needs to be developed to determine 
the order of training points in the multi-dimensional design 
space.  

Table 7. Discrepancy in the prediction of Nσ  from experimental data. 
 

(w/D, N45) (3, 0.2) (4, 0.2) (6, 0.2) (8, 0.2) (6, 0.5) (6, 0.8)

FLS 
(accurate) 0.34 2.46 0.93 0.50 0.18 10.63

FLS 
(inaccurate) 10.13 9.15 2.86 1.48 0.42 8.59 

SLS 
(accurate) 3.84 0.58 0.08 0.03 0.07 11.81

1 

SLS 
(inaccurate) 3.84 0.58 0.08 0.03 0.07 11.81

FLS 
(accurate) 0.08 1.56 0.64 2.45 0.33 11.81

FLS 
(inaccurate) 8.34 5.81 2.00 6.77 0.98 11.81

SLS 
(accurate) 2.96 0.00 0.06 0.39 0.06 11.84

2 

SLS 
(inaccurate) 2.96 0.00 0.06 0.39 0.06 11.84

 
Table 8. RMSE results from FLS and SLS. 
 

Points (w/D, N45) RMSE 

FLS (accurate) 1.859 

FLS (inaccurate) 3.535 

SLS (accurate) 1.978 
SLS (inaccurate) 1.978 

 

Table 9. RMSE results from FLS and FLS that considers model discrep-
ancy. 
 

Points (w/D, N45) RMSE 

FLS (accurate) 1.859 

FLS+δ (accurate) 1.976 
FLS (inaccurate) 3.535 

FLS+δ (inaccurate) 1.980 

 
Table 10. RMSE results from FLS that considers model discrepancy and 
SLS. 
 

Points (w/D, N45) RMSE 

FLS+δ (accurate) 1.976 

SLS (accurate) 1.978 
FLS+δ (inaccurate) 1.980 

SLS (inaccurate) 1.978 
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4) If the model error is constant, the FLS can be compen-
sated by adding a bias in the model to be calibrated, and with 
this, the performance of FLS can become similar to that of SLS. 
The performance of SLS and FLS under more complicated 
form of model error needs to be investigated.  

In most engineering simulation models, there are several 
model discrepancies, such as numerical and measurement 
errors. Thus, the SLS method investigated in this study would 
be a better choice when calibrating model parameters. If the 
FLS method is used, model bias δ  should be taken into ac-
count to yield more accurate results. In this paper, we used the 
FLS and the SLS through simple examples. However, if ap-
plied to more complex applications, more accurate calibration 
and validation would be possible if model discrepancy was 
considered by using a higher-order function rather than a con-
stant. If the parameters are correctly calibrated and validated, it 
will be very helpful in reducing the number of unnecessary 
experiments and thus saving the experiment cost and time. 
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