In situ monitoring and prediction of progressive joint wear using Bayesian statistics
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\textbf{A B S T R A C T}

In this paper, a statistical methodology of estimating wear coefficient and predicting wear volume in a revolute joint using in situ measurement data is presented. An instrumented slider–crank mechanism that can measure the joint force and the relative motion between the pin and bushing is built. The former is measured using a load cell built onto a necked portion of the hollow steel pin, while the latter is measured using a capacitance probe. In order to isolate the effect of friction in other joints, a porous carbon air bearing for the revolute joint between the follower link and the slide stage, as well as a prismatic joint for the linear slide, are used. Based on the relative motion between the centers of the pin and bushing, the wear volumes are estimated at six different operating cycles. The Bayesian inference technique is used to update the distribution of wear coefficients, which incorporates in situ measurement data to obtain the posterior distribution. The Markov Chain Monte Carlo technique is employed to generate samples from the given distribution. The results show that it is possible to narrow the distribution of wear coefficients and to predict the future wear volume with reasonable confidence. The effect of the prior distribution on the wear coefficient is discussed by comparing with the non-informative case.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Mechanical systems are characterized by motion. In order to fulfill their design function, the individual components of a system must move relative to one another, which inevitably produces sliding along the mating surfaces and causes wear. Wear is the gradual removal of material from contacting surfaces in relative motion, which eventually causes failure of the system. Since mechanical wear occurs for most systems in motion, it is important to predict its effects and estimate the service life of the system before failure.

The traditional practice of predicting service life of a mechanical component under wear is performed through three stages [1–3]. First, the material wear coefficient is measured using a tribometer to approximate the actual conditions. Normally, a constant load is applied on the two mating surfaces under rotational or reciprocating motion. Second, the contact pressure and sliding distance of an actual component are calculated using either analytical or numerical methods. The finite element method [1–3] or the elastic foundation method [4,5] is often used for this purpose. Third, wear volume is estimated as a function of service life by combining the wear coefficient with contact pressure and sliding distance.

Kim et al. [1] showed this procedure using the tribometer test and finite element analysis and validated the wear profile using the block-on-ring test. Although this process is commonly applied, the fundamental limitation of wear prediction is that it applies only when the actual contact pressure condition matches the tribometer test (constant) pressure condition. In practice, however, the contact pressure usually varies as a function of time. Furthermore, it often varies over the contact surface. Since the wear coefficient is not an intrinsic material property, it depends on the operating conditions. Calculating wear coefficients at all possible operating conditions requires numerous wear tests and is extremely time consuming. In addition, the variability of wear coefficients is significant even if different parts are made of the same material [6]. Recently, Mukras et al. [7] presented an integrated framework for predicting wear under variable kinematics and kinetics and showed that wear prediction is computationally intensive for varying loads with wear surfaces that change continuously. Thus, it is a preferred approach to measure the wear coefficient directly from the mechanical component in question. Since calculating the wear coefficient requires kinematic information (wear volume and sliding distance) as well as kinetic information (contact force/pressure), it is important to design an in situ measurement apparatus to measure both factors. In this paper, we used an instrumented slider–crank mechanism [8] to measure these factors. Since in situ measurements inherently include uncertainty, we used the Bayesian inference technique [9].
to update the statistical distribution of wear coefficients and predict future wear.

This paper is organized as follows. In Section 2, the simple wear model used in this paper is summarized. Although a linear model is used, the main concept of this paper can be extended to more complex wear models. In Section 3, in situ measurements of joint force and wear volume are presented. Section 4 describes the Bayesian inference technique along with the Markov Chain Monte Carlo (MCMC) method [9]. In Section 5, the wear coefficient is statistically identified and validated. Section 6 includes a discussion of the results and conclusions.

2. Wear model and wear coefficient

Wear is the gradual removal of material; it progresses linearly for many material combinations (mild wear). While various wear phenomena are possible, it is assumed in this paper that all wear cases are predicted to fall within the plastically dominated wear regime, where sliding velocities are small and surface heating is negligible. Archard’s wear model [10] is therefore applicable as discussed by Lim and Ashby [11] and Cantizano et al. [12]. Archard’s wear model assumes that the volume of material removed is linearly proportional to the product of the slip distance and the normal load. The traditional method for calculating the wear coefficient is shown schematically in Fig. 1. In this model, first published by Holm [13], the worn volume is considered to be proportional to the normal load. The model is expressed mathematically as

\[ \frac{V}{s} = K \frac{F}{H} \]  

(1)

where \( V \) is the worn volume, \( s \) is the slip distance, \( K \) is the dimensionless wear coefficient, \( H \) is the Brinell hardness of the softer material, and \( F \) is the applied contact force. Since the wear coefficient is the quantity of interest, Eq. (1) is often written in the following form

\[ k = \frac{V}{F \cdot s} \]  

(2)

The non-dimensioned wear coefficient \( K \) and the hardness are grouped into the dimensioned wear coefficient \( k \). Therefore, the main objective of wear analysis is to identify the wear coefficient for a given normal load and slip distance. Since the worn volume is relatively small, it is often measured in the unit of mm\(^3\). Thus, the units of \( k \) become mm\(^3\)/N-m.

As indicated in Fig. 1, the applied normal force and contact area remain constant through the entire process. If the normal force varies within the slip distance, the definition of wear coefficient in Eq. (2) must be modified as

\[ k = \frac{V}{\int F(s) \, ds} \]  

(3)

In this definition, it is assumed that the wear coefficient is independent of normal force, which is not true in general. However, the wear coefficient \( k \) in Eq. (3) can be interpreted as an average wear coefficient for a given load profile.

The wear coefficient is not an intrinsic material property, but instead depends on operating conditions, such as the normal force and slip speed. The value of \( k \) for a specific operating condition and given pair of materials may be obtained through experiments [1]. However, experimentation does not often represent the real conditions of a machine, especially when loading conditions vary due to the progress of wear. Thus, a difference may exist between the wear coefficient measured in the tribometer test and that observed from the real machine.

The wear coefficient from the tribometer test is reliable as it is performed under a well-controlled environment, but it may not reflect the real operating conditions. On the other hand, the wear coefficient observed from the real machine reflects real operating conditions, but uncertainty in the field measurements is relatively large as it is not performed under laboratory conditions. The main objective of this paper is to reduce the effect of uncertainty in the field measurements by using a statistical tool to identify the wear coefficient more accurately. The identified wear coefficient can be used to predict the wear volume in the future and, thus, to schedule maintenance intervals.

3. In situ measurement of joint wear for a slider–crank mechanism

The slider–crank test apparatus used in this study is shown in Fig. 2. The detailed dimensions of the crank and slider are summarized in Table 1. In order to minimize dynamic contributions from the other components in the mechanism, porous carbon air bearings are used for the revolute joint between the follower link and the slide stage, as well as the prismatic joint for the linear slide.

---

**Table 1**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crank mass</td>
<td>0.404 kg</td>
</tr>
<tr>
<td>Crank moment of inertia</td>
<td>( 2.0 \times 10^{-3} ) kg-m²</td>
</tr>
<tr>
<td>Crank length</td>
<td>76.2 mm</td>
</tr>
<tr>
<td>Follower mass</td>
<td>0.812 kg</td>
</tr>
<tr>
<td>Follower moment of inertia</td>
<td>( 5.5 \times 10^{-3} ) kg-m²</td>
</tr>
<tr>
<td>Follower length</td>
<td>203.2 mm</td>
</tr>
<tr>
<td>Stage mass</td>
<td>8.5 kg</td>
</tr>
<tr>
<td>Pin diameter</td>
<td>19.00 mm</td>
</tr>
</tbody>
</table>
The revolute joint under study consists of a 19.0 mm diameter instrumented steel pin and a polymer bushing. The pin is clamped in the crank link at one end and rotates, subject to sliding friction, in the bushing clamped in the follower link. The pin is made of hardened steel and is assumed to be hard enough so that no appreciable wear occurs on its surface. The bushing, on the other hand, is made of poly-tetra-fluoro-ethylene (PTFE) which is soft and is subject to considerable wear. To enable the wear debris to escape the contact area and prevent it from affecting the wear progression, grooves are machined into the bushing, as shown in Fig. 3.

The added mass and springs affect the joint force, which can accelerate wear. In practice, mechanisms are usually operated under added masses and additional constraint forces. The wear pattern or process depends on three factors: (1) wear coefficient, (2) joint force and (3) relative motion in the interface. Because different joints may have different joint forces and relative motions, they need to be measured.

Forces transmitted through the joint of interest are measured via a load cell built into a steel pin (Fig. 4). Two full-bridge arrays of strain gages mounted to a necked-down portion of the pin monitor transverse loads while cancelling out bending stresses. The necked portion of the pin, along with a hollow cross section, also serves to localize the strain to the region where the gages are attached. A slip ring mounted to the free end of the pin allows power and signals to be transmitted to and from the strain gages. The load cell is deadweight calibrated and has a full scale capacity of 400 N with a resolution of 2 N.

Simultaneously, two orthogonally mounted capacitance probes monitor the position of the pin relative to bushing (Fig. 3). These probes are clamped to the follower arm and are electrically insulated by polymer bushings. These probes have a range of 1250 μm and a resolution of 40 nm. Additionally, the pin and target are electrically grounded. The angular position of the crank is measured by a hollow shaft incremental encoder attached to the spindle shaft.

Fig. 5 shows the joint force as a function of crank angle at Cycle 1 and Cycle 20,500. The measured joint force agrees well with the multibody dynamic simulation with the coupled evolution wear model (CEWM)[7]. High frequency oscillation is observed when the slider changes its velocity direction. However, there is no significant variation of joint forces between different cycles. Thus, the profile of joint forces is fixed throughout all cycles.

It is well known that uncertainty in applied loading is the most significant factor in prognosis. Without knowing future loadings, the uncertainty in prediction can be so wide that the prediction may not have significant meaning. This issue can be addressed in two ways. First, although the loading condition is variable, if there is enough proof that the future loadings will be similar to the past loadings, then the collected data for past joint forces can be used to predict the future loadings. In this case, the future loadings can be represented using statistical methods. Of course, the uncertainty in predicted life will be increased due to the added uncertainty. Second, wear parameters can be characterized using only the past loading history. This approach is applied here. Note
that this method will also work for a variable load history. In this case, the computation will be more expensive than the current example.

Fig. 6 shows measured displacements of the pin center using the capacitance probe. The wear volume is computed based on the values of \( \delta_x \) and \( \delta_y \). Due to the pre-tensioned springs, the contact points are located at only one side of the bushing. However, the location of pin center varies according to crank angle. This can be explained by the rounded pin surface and different amounts of elastic deformation due to variation in spring forces with crank angle. The measured forces, computed wear volume from the measured displacement, sliding distance and wear coefficient are shown at six cycles for crank angles 0 and \( \pi \) radians in Tables 2 and 3, respectively. Although the wear coefficient converges for both cases, the converged results do not match. This is because the joint force is not constant with angle and the measured wear volume includes uncertainty. In the following section, a statistical approach is introduced to improve the wear coefficient estimate. The idea is to estimate a wear coefficient incorporating uncertainty based on the first five sets of measured data and then predict the wear volume in the sixth cycle using the information. Since the actual data at this cycle are also measured, we can evaluate the accuracy of the method by comparing the measured and predicted results.

4. Bayesian inference for predicting progressive joint wear

4.1. Bayes' theorem

In this study, the Bayesian technique is employed to identify the wear coefficient \( k \) using wear volume measurements. The method is based on Bayes' rule as given by Gelman et al. [9], in which the posterior distribution for a given observation can be written as

\[
p(\theta | y) \propto L(y | \theta) p(\theta),
\]  

(4)
where \( L(y|\theta) \) is the likelihood of observed data \( y \) conditional on the given model parameters \( \theta \) and \( p(\theta) \) is the prior distribution of \( \theta \). The goal of the Bayesian technique is to improve the knowledge on model parameters \( \theta \) using observation \( y \). As more data are provided, the posterior distribution is used as the prior in the next step and the distribution is updated to more confident information. The procedure to obtain the posterior distribution \( p(\theta|y) \) consists of proper definition of the probability distribution for the likelihood and prior. In order to satisfy the property of the probability distribution function (PDF), \( p(\theta|y) \) needs to be normalized such that the area under the PDF becomes one. In this paper, the wear volume corresponds to the observed data, and the distribution parameters for the wear coefficient correspond to the model parameters.

The likelihood is the probability (or probability density) of obtaining observed data \( y \) given model parameters \( \theta \) and is related to variability in the measurement. The choice of likelihood, probability model, can affect on the analysis results. In this context, Martín and Pérez [14] studied about a generalized lognormal distribution to provide flexible fits to many types of experimental or observational data. Moreover, there are many approaches to select the appropriate distribution type for likelihood. For example, Walker and Gutiérrez-Peña [15] suggested a simple one to select a model when no information on variability of experimental data is available. In this paper, two types of likelihood are assumed for the simplicity: normal and lognormal distributions. In addition to the wear coefficient, the standard deviation of the wear volume is used as a mean value, but the error is unknown. Therefore, the measured data has errors. In the likelihood definition, the measured wear volume is computed using pin locations at \( \pi \) radian.

### Table 3

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Force (N)</th>
<th>Volume (mm³)</th>
<th>Slip distance (m)</th>
<th>( k \times 10^4 ) (mm³/Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>103.87</td>
<td>7.29</td>
<td>0.06</td>
<td>11731.00</td>
</tr>
<tr>
<td>100</td>
<td>106.90</td>
<td>7.64</td>
<td>5.99</td>
<td>119.43</td>
</tr>
<tr>
<td>1000</td>
<td>114.04</td>
<td>9.55</td>
<td>59.85</td>
<td>13.99</td>
</tr>
<tr>
<td>5000</td>
<td>138.77</td>
<td>23.87</td>
<td>299.24</td>
<td>5.75</td>
</tr>
<tr>
<td>10,000</td>
<td>143.50</td>
<td>44.41</td>
<td>598.47</td>
<td>5.17</td>
</tr>
<tr>
<td>20,585</td>
<td>147.85</td>
<td>91.56</td>
<td>1232.00</td>
<td>5.03</td>
</tr>
</tbody>
</table>

where \( F_i \) and \( \Delta_s_i \) are the contact force and incremental slip at \( i \)th segment, respectively, and \( C \) is the number of cycles. Because the force profile is consistent from one cycle to the next, the sum in Eq. (7) is obtained as a constant with the value 5.966 [N·m] based on experimental data. In Eq. (6), \( \lambda \) and \( \zeta \) are given as

\[
\lambda = \log \mu + \frac{\pi \zeta^2}{42} \quad \text{and} \quad \zeta = \sqrt{\log \left( 1 + \frac{\sigma^2}{\mu^2} \right)}.
\]

Note that the mean is only a function of \( k \) since all other terms are given or fixed in Eq. (7). This makes sense given that \( k \) and \( \sigma \) are unknown parameters to be estimated conditional on the observed data \( V \).

For the prior distribution of \( k \), specific information from the literature [6] is employed:

\[
p(k|\sim N(5.05, 0.74) \times 10^{-4}).
\]

This prior distribution was obtained from tribometer tests under a constant contact pressure to determine \( k \) for the bushing with the same material as the current study. In the Bayesian technique, the posterior distribution of \( k \) is obtained by multiplying Eq. (5) or (6) with the prior distribution \( p(k) \) provided in Eq. (9). Since the Bayesian technique is sensitive to the prior, the case with no prior knowledge (a non-informative prior) is also considered to study the effect of prior information. Additionally, the non-informative prior is considered for the standard deviation \( \sigma \) of likelihood because no knowledge is available. The non-informative prior is equivalent to the uniformly distributed prior that covers entire range. In practice, however, it possible to consider the first likelihood as a prior distribution.

### 4.2. Markov Chain Monte Carlo (MCMC) simulation

Even if the expression of posterior distribution is available as a product of likelihood and prior in Eq. (4), the shape of distribution can only be estimated by calculating its values at different points. A primitive way is to compute the values of PDF at a grid of points after identifying the effective range and to calculate the value of the posterior distribution at each grid point. This method, however, has several drawbacks, such as the difficulty in selecting the location, spacing, and scale of the grid points. In addition, it becomes computationally expensive when the number of updating parameters increases. MCMC simulation is a computationally effective alternative which generates a chain of samples to plot the PDF [16]. The Metropolis–Hastings (M–H) algorithm is a common choice for MCMC simulation; it is summarized in Table 4.

In Table 4, \([k^{(0)}, \sigma^{(0)}]\) are the initial values of unknown parameters to be estimated, \( C \) is the number of iterations or samples, \( U(0, 1) \) is the uniform distribution in the interval of [0, 1], \( p(k, \sigma) \) is
the posterior distribution, and \( q(k, \sigma) \) is an arbitrarily chosen proposal distribution. A uniform distribution is used in this study for the sake of simplicity. Then, \( q(k, \sigma) \) becomes a uniform distribution centered at \([k^*, \sigma^*]\) with the interval of \( \pm w \), where \( w \) is a vector for setting the sampling interval. The same interval is used for \( q(k, \sigma) \). If the sample \([k^*, \sigma^*]\) is not accepted as an \( i + 1 \)th sample, the \( i \)th sample becomes the \( i + 1 \)th sample; that is, the particular sample is doubly counted. Since the MCMC method is a sampling-based one, it has to include enough samples so that the statistical characteristics of the distribution can be well captured. There are some methods available to determine the convergence condition, such as El Adlouni et al. [17] and Plummer et al. [18]. In this paper, the convergence condition is determined graphically as the simplest method. It involves discarding the values at the initial stage of iteration, and monitoring the traces and histogram plots for later iterations from which the subjective judgment is made as to the convergence to a stationary chain. As an example of MCMC simulation, we consider a posterior distribution which is given as

\[
p(k, \sigma) \propto \left( \frac{1}{\sqrt{2\pi \sigma^2}} \right)^n \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} (V_i - kF_0s)^2 \right].
\] (10)

Eq. (10) is the posterior distribution with non-informative prior when the error, \( \epsilon \), between obtained data (in situ wear volume, \( \text{Vol} \)) and estimated values from wear volume equation \( (kF_0s) \) is normally distributed with zero mean and standard deviation, \( \sigma \). Therefore, the measured wear volume can be represented by

\[
\text{Vol} = kF_0s + \epsilon, \quad \epsilon \sim N(0, \sigma).
\] (11)

When \( n \) measured data are used, Eq. (10) can be written in a general form as

\[
p(k, \sigma) \propto \left( \frac{1}{\sqrt{2\pi \sigma^2}} \right)^n \exp \left[ -\frac{1}{2} \sum_{i=1}^{n} (V_i - kF_0s)^2 \right].
\] (12)

If \( n \) is one, the equation is exactly same with normal distribution. Eq. (10) is the case that \( n \) is five, which is obtained by multiplying Eq. (12) with \( n = 1 \) five times. Fig. 7 and Table 5 show the sampling result of \([k, \sigma]\) for Eq. (10).

Fig. 7(a) represents traces of 10,000 sample iterations. As mentioned previously, the initial stages are discarded because they are not converged; the discarding value can be selected as an arbitrary value, in this case we select 4000 as the discarding value. Fig. 7(b) gives the estimated PDF with 6000 samples from 4001 iterations, while Fig. 7(c) shows the analytical PDF from Eq. (10). It can be seen that the MCMC sampling result follows the analytical distribution quite well. Table 5 shows that the first statistical moments have less than 1% error.
Table 5
Statistical moments.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_k$</th>
<th>$\mu_\sigma$</th>
<th>$\sigma_k$</th>
<th>$\sigma_\sigma$</th>
<th>$\text{cov}(k, \sigma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC</td>
<td>$7.82 \times 10^{-4}$</td>
<td>5.61</td>
<td>$0.93 \times 10^{-4}$</td>
<td>2.59</td>
<td>0</td>
</tr>
<tr>
<td>Exact sol.</td>
<td>$7.76 \times 10^{-4}$</td>
<td>5.63</td>
<td>$0.92 \times 10^{-4}$</td>
<td>2.51</td>
<td>0</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.79</td>
<td>0.47</td>
<td>1.09</td>
<td>3.13</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 8. Posterior distribution when using the first five data sets. (a) Normal likelihood with non-informative prior. (b) Normal likelihood with normal prior. (c) Lognormal likelihood with non-informative prior. (d) Lognormal likelihood with normal prior.
Once the samples are obtained from the posterior distribution of \([k, \sigma]\), the samples of wear volume can be obtained by using Eq. (3) or Eq. (7). In Eq. (7), \(\mu\) represents the wear volume which is obtained as a distribution due to the uncertainty of unknown parameter, \(k\), and the 90% interval is defined as a confidence interval (CI). The level of prediction interval (PI) can also be calculated by adding the measurement error \(\sigma\) to the wear volume in Eq. (7).

5. Identification of wear coefficient and prediction of wear volume

5.1. Posterior distribution of wear coefficient

The posterior distributions of \(k\) and \(\sigma\) are obtained as the results of five times updating using the MCMC technique with the first five sets of data in Tables 2 and 3. The last data set is remotely located and is used for the prediction validation. In the MCMC process, the number of iterations is fixed at 10,000. The resulting PDFs are given in Fig. 8. Both normal and lognormal distributions are considered for the likelihood, and both non-informative and normal distributions are considered for the prior. In the case of a non-informative prior, the PDF shape in Fig. 8(c) with the lognormal likelihood is narrower than that of Fig. 8(a) with the normal likelihood. As shown in the fifth set of Table 6, the standard deviation from the lognormal likelihood (0.51 \(\times 10^{-4}\) mm\(^3\)/Nm) is 43% less than that of normal likelihood (0.9 \(\times 10^{-4}\) mm\(^3\)/Nm), whereas the mean values are nearly equal; i.e., 7.89 and 7.88, respectively. These results show that the lognormal likelihood exhibits increased accuracy over the normal likelihood. The reason that the former is better than the latter may be attributed to the non-negative nature of the lognormal distribution, which is the case of the wear coefficient.

By comparing the results for the two priors, i.e., Fig. 8(a) vs. Fig. 8(b) and Fig. 8(c) vs. Fig. 8(d), it is seen that the use of a normal prior leads to underestimation of the mean for \(k\). It is noted that the actual \(k\) values at the last data set are found to vary between 5.03 \(\times 10^{-4}\) and 12.71 \(\times 10^{-4}\) (see Tables 2 and 3), of which the average is 8.5 \(\times 10^{-4}\). The reason that the results with a prior are worse than the non-informative results may be attributed to the inaccurate prior distribution; as mentioned previously, the tribometer wear tests were performed under the uniform pressure condition, while the contact pressure in the bushing is not constant. In addition, the wear coefficient is not an intrinsic material property, but depends on contact pressure and contact area. It is also observed that the posterior distributions of \(k\) in Fig. 8(a) and (c) are close to Laplacian distribution with heavy tails. Although the case with lognormal likelihood has narrower distribution, the type of distribution is very close. On the other hand, the posterior distributions with the normal prior in Fig. 8(b) and (d) show quite different distribution type. Therefore, it can be concluded that the prior contributes significantly to the posterior distribution. This is partly related to the fact that the prior information is not consistent with observed data.

In order to investigate the effects of the prior in more detail, the posterior distributions of \(k\) are obtained after updating at each data set. Values of the mean and standard deviation are given in Table 6, and 5%/95% percentiles as well as maximum likelihood values are plotted in Fig. 9. In Fig. 9, the star maker denotes the mean value of the distribution after the last update; i.e., using the sixth data set. This is used as a target value for correct prediction of the earlier stage.

In Fig. 9(a) and (b), the confidence intervals with the normally distributed prior are located much lower than the ones without a prior (non-informative) and do not include the target value. What is remarkable from this observation is that, although the use of prior knowledge is usually recommended to accommodate more confidence and faster convergence, it should be used with caution. In this study, the wear coefficient is not an intrinsic material property but can vary with operating conditions. This turned out to be the
cause of incorrect prediction, and should be avoided. It should be noted, however, that this is not always the case. Unlike the present case, if only limited data are available, the user may have to depend more on prior knowledge than the likelihood of the data.

5.2 Posterior prediction of wear volume

Once the posterior distribution of \( k \) and \( \sigma \) are obtained, the information can be used to predict the wear volume at the next stage. For that purpose, the wear volume for the sixth data set (20,585 cycles) is predicted using the posterior distribution for the wear coefficient from previous data sets. Due to the uncertainty in \( k \) and \( \sigma \), the predicted wear volume is a distribution. Fig. 10 shows 5%/95% percentiles and maximum likelihood values of the wear volume distribution. In the figure, the actual value of wear volume measured at the sixth data set (92.73 mm\(^3\)) is used as a target value. As noted previously, the use of selected prior does not predict the wear volume well. Even the upper confidence limit is below the target value, which can cause unexpected failure if the value is carelessly used in the design decision.

Comparing the results of normal and lognormal likelihood, the size of the interval is quite large at the third stage of data in the case of the normal likelihood. However, the size of the interval is quickly reduced as the number of data set increases. Overall, the size of the interval of the lognormal likelihood is smaller than that of the normal likelihood.

In Fig. 11, the predicted distributions of the wear volume at the sixth stage using the posterior distributions from the fifth stage are given with different combinations of likelihoods and priors; the line indicates the measured value. It can be seen that the result with the non-informative prior is better than that with the normally distributed prior. Due to the underestimation of the wear coefficient

---

Fig. 10. Prediction intervals of the wear volume at 20,585 cycles in terms of the data set number. (a) Likelihood: normal distribution. (b) Likelihood: lognormal distribution.

Fig. 11. Predicted distributions of wear volume at cycle = 20,565. (a) Likelihood: \( N \) and non-inform. (b) Likelihood: \( N \) and prior. (c) Likelihood: LN and non-inform. (d) Likelihood: LN and prior.
in the normally distributed prior, the predicted wear volumes with the prior are less than the actual one.

In Fig. 12, the confidence interval (CI) and prediction interval (PI) of the wear volumes at all stages are given using the posterior distribution at each stage along with the measured data (denoted by dots). In both cases of likelihoods, the CI and PI have a tendency to gradually decrease from 1000 cycles as the cycles increase. The results at the first and second stages, which are 1 cycle and 100 cycles, respectively, exhibit smaller intervals than other high cycles even if they are results with small data. The reason is that the variances of the parameters are large, but the wear volume itself is very small at low cycle compared to higher cycles. Although these early stages are not of interest in terms of prognosis, the estimation results are fairly exact. In Table 7, the numerical values of CI and PI are provided. The CIs and PIs of the lognormal case are smaller than that of the normal case, which demonstrates improved accuracy.

6. Discussions and conclusions

In this paper the Bayesian inference technique is used to estimate the probability distribution of wear coefficients from in situ measurements. The first five sets of data up to 10,000 cycles are used to reduce uncertainty in wear coefficient and the last set of data at 20,585 cycles is used for the prediction validation. The numerical results show that the posterior distribution with a non-informative prior is more accurate than that with the prior distribution from the literature. This result is obtained because the converged posterior distribution is quite different from the prior distribution. In order to predict the wear coefficient of a mechanical component, it has been suggested that the wear volume, slip distance and applied load must be measured simultaneously.
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